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Foreword

The preceding volume on The chemistry of organic silicon compounds (Vol. 2) in “The
Chemistry of Functional Groups’ series (Z. Rappoport and Y. Apeloig, Eds.) appeared in
1998. It followed an earlier volume with the same title (S. Patai and Z. Rappoport, Eds.)
published in 1989 (now referred to as Vol. 1) and an update volume The silicon-heteroatom
bond in 1991. The appearance of the present volume only three years after the three
parts of Vol. 2 reflects the continuing rapid growth of many sub-fields of organosilicon
compounds and their chemistry.

The volume covers three types of chapters. First, the majority are new chapters,
including those which were planned but did not appear in Vol. 2 which we promised then to
include in a future volume. These include a comparison of the chemistry of organosilicon
compounds with that of their heavier group congeners, photoelectron spectroscopy
(which was covered in Vol. 1), silyl migrations, polysilanes, polysilanols, polysiloles,
organosilicon halides, nanostructured hybrid organic-inorganic solids, chemistry on
silicon surfaces, silicon based dendrimers and star compounds, synthesis of multiply-
bonded silicon-phosphorus compounds and a chapter on a biotechnological approach to
polysilsesquioxanes.

Second, chapters on topics which were covered incompletely or partially in Vol. 2 were
extended here by including new sub-topics related to the same themes. These include >°Si
NMR, ion-molecule reactions of silicon ions and the reactivity of multiply-bonded silicon
compounds.

Finally, the rapid developments in recent years led to chapters which are updates of
those in Vol. 2. These include recent developments in the chemistry of silyl radicals, of
silicon-silicon multiple bonds and of silicon-nitrogen bonds.

The literature coverage in the book is mostly up to mid- or late-2000.

Two originally planned chapters, on the interplay between theory and experiments on
silicon and on silsesquioxanes, did not materialize, although these topics are covered
partially in other chapters. We hope to include these chapters in a future volume.

The chapters in this volume were written by authors from nine countries, thus reflecting
the international research activity in the chemistry of organosilicon compounds. We are
grateful to the authors for their contributions and we hope that this volume together
with its predecessor will serve as a major reference to the chemistry of organosilicon
compounds in the last decades.

We will be grateful to readers who draw our attention to mistakes in the present volume
and to those who mention new topics which deserve to be included in a future volume
on organosilicon compounds.

Jerusalem and Haifa ZV1 RAPPOPORT
March 2001 YITZHAK APELOIG

ix



The Chemistry of Functional Groups
Preface to the series

The series ‘The Chemistry of Functional Groups® was originally planned to cover in
each volume all aspects of the chemistry of one of the important functional groups in
organic chemistry. The emphasis is laid on the preparation, properties and reactions of the
functional group treated and on the effects which it exerts both in the immediate vicinity
of the group in question and in the whole molecule.

A voluntary restriction on the treatment of the various functional groups in these
volumes is that material included in easily and generally available secondary or ter-
tiary sources, such as Chemical Reviews, Quarterly Reviews, Organic Reactions, various
‘Advances’ and ‘Progress’ series and in textbooks (i.e. in books which are usually found
in the chemical libraries of most universities and research institutes), should not, as a rule,
be repeated in detail, unless it is necessary for the balanced treatment of the topic. There-
fore each of the authors is asked not to give an encyclopaedic coverage of his subject,
but to concentrate on the most important recent developments and mainly on material that
has not been adequately covered by reviews or other secondary sources by the time of
writing of the chapter, and to address himself to a reader who is assumed to be at a fairly
advanced postgraduate level.

It is realized that no plan can be devised for a volume that would give a complete cov-
erage of the field with no overlap between chapters, while at the same time preserving the
readability of the text. The Editors set themselves the goal of attaining reasonable coverage
with moderate overlap, with a minimum of cross-references between the chapters. In this
manner, sufficient freedom is given to the authors to produce readable quasi-monographic
chapters.

The general plan of each volume includes the following main sections:

(a) An introductory chapter deals with the general and theoretical aspects of the group.

(b) Chapters discuss the characterization and characteristics of the functional groups,
i.e. qualitative and quantitative methods of determination including chemical and physical
methods, MS, UV, IR, NMR, ESR and PES —as well as activating and directive effects
exerted by the group, and its basicity, acidity and complex-forming ability.

(c) One or more chapters deal with the formation of the functional group in question,
either from other groups already present in the molecule or by introducing the new group
directly or indirectly. This is usually followed by a description of the synthetic uses of
the group, including its reactions, transformations and rearrangements.

(d) Additional chapters deal with special topics such as electrochemistry, photochem-
istry, radiation chemistry, thermochemistry, syntheses and uses of isotopically labelled
compounds, as well as with biochemistry, pharmacology and toxicology. Whenever appli-
cable, unique chapters relevant only to single functional groups are also included (e.g.
‘Polyethers’, ‘Tetraaminoethylenes’ or ‘Siloxanes’).

X1



xii Preface to the series

This plan entails that the breadth, depth and thought-provoking nature of each chapter
will differ with the views and inclinations of the authors and the presentation will neces-
sarily be somewhat uneven. Moreover, a serious problem is caused by authors who deliver
their manuscript late or not at all. In order to overcome this problem at least to some
extent, some volumes may be published without giving consideration to the originally
planned logical order of the chapters.

Since the beginning of the Series in 1964, two main developments have occurred.
The first of these is the publication of supplementary volumes which contain material
relating to several kindred functional groups (Supplements A, B, C, D, E, F and S). The
second ramification is the publication of a series of ‘Updates’, which contain in each
volume selected and related chapters, reprinted in the original form in which they were
published, together with an extensive updating of the subjects, if possible, by the authors
of the original chapters. A complete list of all above mentioned volumes published to
date will be found on the page opposite the inner title page of this book. Unfortunately,
the publication of the ‘Updates’ has been discontinued for economic reasons.

Advice or criticism regarding the plan and execution of this series will be welcomed
by the Editors.

The publication of this series would never have been started, let alone continued,
without the support of many persons in Israel and overseas, including colleagues, friends
and family. The efficient and patient co-operation of staff-members of the publisher also
rendered us invaluable aid. Our sincere thanks are due to all of them.

The Hebrew University SAUL PATAIL
Jerusalem, Israel ZV1 RAPPOPORT

Sadly, Saul Patai who founded ‘The Chemistry of Functional Groups’ series died in
1998, just after we started to work on the 100th volume of the series. As a long-term
collaborator and co-editor of many volumes of the series, I undertook the editorship and
this is the third volume to be edited since Saul Patai passed away. I plan to continue
editing the series along the same lines that served for the first hundred volumes and I
hope that the continuing series will be a living memorial to its founder.

The Hebrew University ZV1 RAPPOPORT
Jerusalem, Israel
May 2000
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tion treatment of triple excitations)
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double-zeta quality basis set augmented with polarization functions on non-
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double-zeta quality basis set augmented with polarization functions on all
atoms

effective core potential
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local spin density approximation

mesityl (2,4,6-trimethylphenyl)
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Moller—Plesset perturbation method of the nth order

multireference singles + doubles configuration interaction

multireference second order configuration interaction

natural atomic orbital

natural bond orbital analysis

nucleus independent chemical shift

natural localized molecular orbital

natural population analysis

natural resonance theory

modified neglect of diatomic overlap—parametric method number 3
pseudopotential

perturbation theory

quadratic configuration interaction calculations including single and double
substitutions

quadratic configuration interaction calculations including single and double
substitutions with the addition of triples contribution to the energy
relativistic compact effective potential

relativistic effective core potential

self-consistent field

the Stuttgart/Dresden double-zeta effective core potential

spin—orbit coupling

second order configuration interaction
2,4,6-tris[bis(trimethylsilyl)methyl]phenyl
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TCSCF two-configuration self-consistent field

Tip 2,4,6-tris(isopropyl)phenyl

T™MS trimethylsilyl

vDZ valence double-zeta quality basis set

vQzZ valence quadruple-zeta quality basis set
Il. INTRODUCTION

It is difficult to select ‘the most important group of the Periodic Table of the Ele-
ments’ —but if such a choice has to be made group 14, consisting of carbon, silicon,
germanium, tin and lead, would have a good chance of being chosen. Carbon is of major
importance to life, silicon is the most abundant element in the earth’s crust and, jointly
with germanium, drives the computer revolution, while the metals, tin and lead, known
since antiquity, still continue to play an important role in science and technology. Numer-
ous review articles deal with the different chemical and physical properties of carbon and
its congeners' ~7. It is now well accepted that the chemical behavior of the heavier main
group elements (not only those of group 14) should be described as ‘normal’, while that
of the first row, including the elements Li to Ne, is exceptional®. A large gap in physical
properties and in chemical behavior is evident between carbon, the non-metal, and sili-
con the (semi-)metal, and this point has been discussed extensively in the literature-67.
However, it is a gross oversimplification to assume that the chemistry of the heavier
group 14 elements Ge, Sn and Pb resembles the chemistry of silicon. The known chem-
istry of silicon, germanium, tin and lead refute this assumption®. Striking and surprising
changes down the group are observed, when compounds of the heavier congeners with
common functional groups are compared!. Examples are double bonds and small strained
rings composed of group 14 metals. The review and analysis of the similarities and dif-
ferences which occur when silicon is substituted by its heavier congeners is the focus of
this chapter. The review focuses on the contributions of theoretical studies, but important
experimental developments are also discussed briefly and the reader is directed to the
original references for further reading.

The experimental progress of the chemistry of compounds containing silicon and its
congeners during the last two decades has been spectacular'-°~2*. These developments
were paralleled by the extension of computational methods to the heavier elements2.
Quantum mechanical calculations were extremely helpful in explaining the differences
between carbon and silicon chemistry and in directing some of the pioneering exper-
imental work in silicon chemistry. The theoretical studies on silicon compounds were
reviewed extensively by Apeloig in 19897. Reviews on the theoretical aspects of the
chemistry of specific groups of silicon compounds are also available, e.g. multiply-bonded
and divalent silicon compounds?%27, aromatic and antiaromatic silicon compounds®2 and
others*285=4:29 However, considerably fewer theoretical studies dealt with compounds
of germanium and the heavier group 14 metals. This is not surprising, as reliable calcu-
lations of heavier elements required larger basis sets and more sophisticated theoretical
treatments, e.g. the inclusion of relativistic effects?, and therefore much larger computer
capabilities. Consequently, most of the earlier theoretical surveys on group 14 compounds
included only compounds of carbon and silicon*720729  and occasionally also germa-
nium compounds. Nevertheless, calculations on small molecules like MH4 and MO with
all group 14 elements (M = C to Pb) date back to the early 1970s3!. The results of the
calculations on small molecules®2, for which sufficient experimental information (geome-
tries, dipole moments etc.) was available for calibration33, were used as benchmarks to



6 Miriam Karni, Yitzhak Apeloig, Jiirgen Kapp and Paul von R. Schleyer

check the performance of new computational procedures, such as relativistic Dirac—Fock
calculations3?.

Larger systems can be calculated with more reasonable computer resources and time
requirements than required for all-electron basis sets, by employing effective core poten-
tials (ECPs)3*. ECPs, which were refined mostly during the 1980s, replace the explicit
treatment of the core electrons (i.e. nonvalence electrons) by a suitable function. This
reduces dramatically the computer time required for a particular calculation. In addition,
most ECPs were fit to include also relativistic procedures>* and they thus introduce rel-
ativistic effects into formally nonrelativistic calculations. This is the reason why most
theoretical calculations on compounds of heavier group 14 elements are currently car-
ried out using ECPs. ECPs are, of course, an approximation and many effects, e.g. core
polarization and correlation between core and valence electrons, are ignored. Errors can
therefore be expected to be larger than in full theoretical treatments. Nevertheless, the
advantages of ECPs override their disadvantages, making them very popular and widely
used. A more detailed discussion of the theoretical methods is given in Section IV. In
any event, the goal of most investigations on compounds of heavy group 14 elements
is not necessarly to achieve the highest possible accuracy but to gain insights, e.g., on
the variation of the structures and bonding when moving down the Periodic Table. Such
insight is indeed the major purpose of this chapter.

Unfortunately, experimental investigations can contribute relatively little to the cali-
bration and testing of the theoretical calculations for the heavier group 14 elements, in
contrast to the very close theoretical—experimental calibration which is possible in car-
bon chemistry. Many basic systems, which can be calculated with a variety of theoretical
methods including very sophisticated ones, are in many cases unknown experimentally. In
addition, many of the group 14 compounds with unusual structures or properties, synthe-
sized in the last decade, are stabilized by large bulky substituents'-227~24_ Therefore, their
experimental properties (structure, spectroscopy, reactivity) are often dominated by sub-
stituent effects and they do not necessarily represent the characteristic inherent behavior
of the parent compounds. Furthermore, many of these sterically crowded systems are too
large to be computed adequately, and hence, in many cases, the theoretical calculations
are performed for model systems and not for the actual experimental systems, making a
theoretical —experimental comparison difficult and sometimes even speculative as various
assumptions have to be made.

The main objective of this chapter is to compare compounds of silicon with compounds
of its heavier congeners, germanium, tin and lead. Therefore, we review mostly studies
which provide a comparison between at least silicon and one of the heavier congeners.
For completeness of the picture we mention in many cases also the behavior of the
corresponding carbon compounds.

We will discuss first the general trends that lead to the differences in behavior of
group 14 elements. Next, we discuss singly-bonded compounds of group 14 metals and
then multiply bonded systems, e.g. doubly-bonded analogs of ethylene and triply-bonded
analogs of acetylene. We continue with a discussion of aromatic systems, e.g. benzene
analogs, and complete the chapter with a discussion of reactive intermediates, mainly the
divalent carbene-like MR, systems, charged species and radicals. We will also present a
short overview of the major different theoretical methods which were applied to calcu-
late group 14 element compounds, so that experimentalists who are unfamiliar with the
theoretical methods, terms and jargon will be able to follow the discussion.

The amount of theoretical work done in this field in the last 15 years has been over-
whelming. As the main purpose of this review is to provide insight and guidelines to
the similarities and differences between the compounds of group 14 elements, this review
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is not comprehensive. We have concentrated on the systems from which we believe the
most important lessons can be learned.

lll. PERIODIC TRENDS IN THE PROPERTIES OF GROUP 14 ELEMENTS

An understanding of the properties of the elements is the key to understanding the prop-
erties of their compounds.
Some important physical properties of group 14 elements are given in Table 135744,
A detailed comparison of the atomic properties of C and Si was given by Apeloig’ and
by Corey>. A comparison of the important physical properties of all group 14 elements
was given by Basch and Hoz* . Much of the discussion below is based on the landmark
review of Kutzelnigg which was published in 19846,

TABLE 1. Physical properties of group 14 elements

C Si Ge Sn Pb

Electronegativity
Allred—Rochow* 2.50 1.74 2.02 1.72 1.55
Pauling” 2.55 1.90 2.01 1.96 233
Allen® 2.54 1.92 1.99 1.82 —
Atomic and ionic radii (pm)d

neutral 77 118 121 140 175¢

24 73 93 118-120

4+ 16 40-42 53 69-71 78-84
Valence orbital energy (eV)”

s —19.39 —14.84 —15.52 —13.88 —15.41

ps —11.07 —17.57 —7.29 —6.71 —6.48
Difference 8.32 7.27 8.23 7.17 8.93
Ar = (rp, —15) (pm)* —-0.2 20.3 249 28.5 35.8
Atomic spin—orbit _ 0.05 0.2 1.6 4.8 22.4

coupling (kcal mol 1)
Tonization energy (eV)/

nsk 16.60 13.64 14.43 13.49 16.04

np 11.26 8.15 7.90 7.39 7.53
Electron affinity (eV)" 1.26 1.76 1.81 1.68 1.91
Hybridization of M in sp>17 sp>08 sp>0° spl7? spl 7

MH;

4From Reference 35a.
From Reference 35b.
“From Reference 36.
From References 37-39.
“Metallic distance.
J From Reference 40.
8Spin—orbit averaged.
hDifference of the orbital radii of maximal electron density between the valence p and s orbitals; from Refer-
ence 40.
i 3PO —>3P1 energy difference, see text; from Reference 41.
JSpin—orbit averaged; from Reference 42.
kFor the process: nsznpz(SP) — ns]np2(4P).
!For the process: nsznp2(3P) — nsznpl(zP).
MErom Reference 43.
™ According to NBO analysis, at BSLYP/TZ+P; from Reference 44.
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A. Radial Orbital Extensions

The changes of the radii (r) of the ns and np atomic orbitals of group 14 elements as a
function of the element are shown in Figure 1. It could have been expected that the radii
of the ns and the np orbitals would increase monotonically down the group because the
principal quantum number n increases. However, a zig-zag behavior, with an irregular
behavior for Ge and Pb, is actually found (Figure 1). This behavior is common to the
third- and fifth-row atoms of the Periodic Table. Thus, in C, the 2s orbital is relatively
extended, as a result of the repulsion of the 2s electrons by the 1s2 core electrons, while
the 2p orbitals which are not shielded by other p electrons are relatively contracted. In
silicon the radii of both the 3s and the 3p orbitals increase (due to the presence of 2s and
2p electrons), but the latter expand more than the former because now the 2p electrons
repel the 3p shell. Ge exhibits a break in the trend due to the imperfect screening by
the 3d!0 shell which increases the effective nuclear charge for the 4s and 4p electrons.
This causes the 4s orbital to contract and, to a limited extent, the 4p orbital as well (the
so-called d-block contracti0n30). In Sn, the 5s and 5p orbitals increase in size. This is
followed by a drop in the size of the 6s orbital of Pb and less so for the 6p orbitals due
to the ‘lanthanide and relativistic contraction’3° (see below).

Of great importance is the radial orbital extension difference, Ar = rp — rs, (Table 1
and Figure 1). Due to the orbital behavior described above, Ar for carbon is only
—0.2 pm. However, Ar increases successively in a zig-zag fashion (caused by the d-block

160
140
i p orbital
120 -
g
&
- L
&
100 s orbital
80
60 I I I I I

C Si Ge Sn Pb

FIGURE 1. The calculated sizes of the valence ns and np orbitals of group 14 elements. Adapted
from Reference 5
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contraction and relativistic effects) on moving down the Periodic Table. The largest Ar

is found for Pb and this contributes to the unique structures of Pb containing molecules
(Section V.C.2).

B. Relativistic Effects

As the nuclei become heavier, the strong attraction of the electrons by the very large
nuclear charge causes the electrons to move very rapidly and behave relativistically, i.e.
their relative mass (m) increases according to equation 1, and the effective Bohr radius
(ap) for inner electrons with large average speeds decreases according to equation 230,

m=mgy/(1 —v/c)'/? (1)

In equation 1, my is the rest mass of the electron, v is the average electron speed and c is
the speed of light (137 au); (1 — v/c)l/ 2 is the relativistic correction. The average speed
for a 1s electron at the nonrelativistic limit is Z au, where Z is the atomic number>°.

ag = (4eg)(h* /me?) )

In equation 2, gq is the permittivity of free space and e is the charge on the electron.

According to equations 1 and 2 the relativistic 1s contractions of Ge, Sn and Pb are 3%,
8% and 20%, respectively3?°. Because the higher shells have to be orthogonal to the lower
ones, the higher ns-orbitals will suffer similar contractions3*2, The effect of relativity on
the np orbitals is smaller than for the ns orbitals, since the angular momentum keeps p
electrons away from the nucleus. The relativistic contraction of ns orbitals for the heavy
elements stabilizes them as shown in Figure 2, having the largest effect for Pb, where the
s—p energy difference of 8.93 eV is the largest in the series (Table 1).

—-12.0
nonrelativistic energy - -0
L o s
’
7
4
-14.0 ~
< L
L
>
%ﬁ relativistic energy
5 -16.0
E
£
5] L
—-18.0 -~
-20.0 I I I l l

C Si Ge Sn Pb

FIGURE 2. Stabilization of the valence ns orbital due to the relativistic effect. Reproduced by
permission of Gordon and Breach Science Publishers from Reference 5
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Wang and Schwarz have pointed out recently*® that although the direct influence of
the relativistic effect is in the vicinity of the nucleus, and thus is most important for the
core electrons, the orbitals of the valence s electrons and to a lesser extent also those
of the outer p electrons have ‘inner tails’ that penetrate the core. For this reason the
valence electrons also experience a direct relativistic effect. Thus, although the proba-
bility of a valence electron to be close to the nucleus is small, the relativistic effects
propagate to the outer valence shell and change also the energies of the valence orbitals.
The d and f orbitals are not core-penetrating and they experience indirect relativistic
destabilization, due to a more effective shielding by the contracted s and p shells, partic-
ularly those with the same quantum number as the d and f orbitals?®40=59 The effects
of relativity on orbital energies and on their radial extension affects the excitation ener-
gies, ionization potentials, electron affinities, electronegativity and atom polarizability,
and through these properties influence the chemical bonding and reactivity of heavier
group 14 elements.

The effect of relativity on various properties (e.g. ionization energies, electron affinity
etc.) of the ‘eka-lead’ element 114 in comparison to the other group 14 elements was
studied recently by Schwerdtfeger and coworkers*8?.

C. Hybridization

The major reason for the different structural behavior of compounds of the second
period of the Periodic Table (i.e. Li to F) and those of higher periods is the relative
radial extension of the valence s and p orbitals. For carbon, the radial extension of the
2s and 2p orbitals is almost the same (Figure 1). Thus hybridization, which requires the
promotion of an electron from 2s to 2p, is very effective. In contrast, the 3p, 4p and
higher period atomic orbitals are significantly ‘larger’ than the corresponding 3s, 4s and
higher period orbitals, and consequently Ar = r, — 75 increases when moving down group
14 (Table 1). Hybridization is thus more difficult for the heavier elements of the group.
This simple trend explains many striking phenomena in group 14 chemistry, such as,
the ‘inert s-pair effect’, which states that the pair of s electrons is ‘inert’ and only the p
electrons are employed in the bonding44’51, and hence the preference of Pb (which has the
largest Ar) to form divalent PbR, compounds rather than tetravalent PbR4y compounds
(see Section V.C.3).

Let us consider the two common oxidation states (I and IV) of group 14 elements.
In divalent compounds (oxidation state II), the valence s orbitals of the heavy elements,
the ‘inert pair’, are lone pairs with minor p contributions; the chemical bonds are formed
primarily by p orbitals (one p orbital remains empty). In tetravalent compounds of heavier
group 14 elements (Si — Pb), the s-orbitals of the metal do contribute to the bonding53.
However, as hybridization is less effective for these elements than for C32, these ele-
ments have less tendency to form spn hybrids and they tend to keep the atomic 52p2
valence hybridization. However, as there are 4 bonds to be made, the s orbitals of the
tetravalent group 14 metals (Si — Pb) do contribute to the bonding>. When localized
molecular orbitals are used, the sp” hybridizations of M in MHy show a strong decrease
in n along the series: C > Si > Sn > Pb (Table 1), far from the values expected geomet-
rically; e.g. the Pb—H bonds in PbH4 adopt spl'8 hybridization although the geometry
is tetrahedral*. This causes poor spatial orbital overlap and deviations from the ‘ideal’
geometries, a phenomenon called ‘hybridization defect’®. Nevertheless, the s orbital con-
tributions to the bonds are energetically more favorable than contributions from the larger
and more diffuse p orbitals. By using a high contribution of the s orbital in the hybridiza-
tion of tetravalent compounds, the heavy elements also keep electron density close to
the nucleus as much as possible. Due to these large differences in the hybridization of
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C and other group 14 elements, Kutzelnigg pointed out® that the heavier main-group
elements Si to Pb, actually exhibit ‘normal’ chemical behavior, while the behavior of
the first-row elements Li to Ne is actually ‘exceptional’. According to this view, car-
bon should be considered as the ‘unusual’ member of group 14 elements rather than the
prototype.

D. Electronegativity and Bonding

The decrease of electronegativity between carbon (2.5) and the other group 14 ele-
ments, whose electronegativities range between 2.02 and 1.55 (see Table 1)%2, is of
primary importance in affecting the different behavior of carbon and the other group 14
elements. The relative energies of the M—R o bonds (M = C to Pb) are influenced by
the relative electronegativity of M and R. As all M atoms are less electronegative than
C, the M—R bonds are usually more ionic than the corresponding C—R bonds>*3. For
instance, electronegative R groups (such as OH, F) form stronger o bonds to silicon and
other group 14 elements than to carbon, due to the larger ionic contributions of the type
M*H—_R=9  in the metal compounds>®.

According to exchange equation 3 (see the discussion in Section V.B.1), for both elec-
tronegative and electropositive R the o(Si—R) bond is stronger than the o(C—R) bond>*.
As M becomes heavier, the M—R bond strength decreases and the following M—R bond
strength order was computed: C << Si > Ge > Sn > Pb*>3337_ The ionic MT4—R 3
contributions to the M—R bonding do not change significantly down group 14, while
the covalent bond strength decreases due to a smoothly reduced orbital overlap in the
o(M—R) bond’.

H3M + CH3RH,, —— H3MRH,, + CH3 3)

E. Spin-Orbit Coupling

Another important factor in heavy element chemistry is spin—orbit coupling (SOC),
i.e. the interaction between the electron spin and the orbital angular momentum. SOC is
expected to be small for closed-shell species near their equilibrium geometries, and can
therefore be neglected in thermochemical calculations for reactions that involve closed-
shell molecules**33. However, as the atomic SOC increases with increasing atomic weight
(Table 1), it must be taken into account in atomization and radical reactions, especially
for Sn and Pb. SOC cannot be calculated with most ab initio programs and experimental
values*! must be employed. In the case of group 14 atoms, the 3P state splits into 3Pg, 3P;
and 3P,. To obtain the exact thermochemistry of reactions involving atomic species, e.g.
atomization energies, the 3Py — 3P energy difference must be added to the calculated
atomic energies**33. These values are negligible for C and Si, but become important

when tin and particularly lead are involved, reaching a value of 22.4 kcalmol~! for Pb
(Table 1).

F. The Role of d Orbitals

There is now a general consensus among theoreticians that d orbitals do not con-
tribute significantly to bonding to silicon, and even less so to bonding to the heavier
congeners 3 %0, For example, the hybridization of SiFg>~ is sp262d0-044,
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IV. THEORETICAL METHODS

Below, we review briefly the methods used most commonly for calculating molecules of
heavy group 14 elements. More details about the methods can be found in Reference 25,
which give an overall view of the field, and in the more specific references given in the
discussion below.

A. Nonrelativistic Theoretical Methods

The standard computational packages available today allow one to calculate, using a
variety of theoretical methods (reviewed below), a large number of molecular properties
such as structures, total energies, charge distribution, NMR chemical shifts, infrared and
Raman frequencies and intensities, zero-point vibrational energies and more2>. These
computer programs also make it possible to determine the nature of stationary points
on the potential energy surface of a particular molecular system (from the number of
imaginary frequencies) as being minima, transition states or higher saddle points.

The standard theoretical procedure for ab initio computations starts at the (nonrel-
ativistic) Hartree—Fock (HF) level, and then adds electron correlation in subsequent
calculations. The most frequently used approaches for including electron correlation are
perturbation theory i.e. Mgller—Plesset of nth order (MPn)2:01=64  configuration inter-
action (CI) and coupled-cluster (CC) methods?>%> =% These methods are systematic and
at the high levels are highly reliable, reproducing geometries to within 0.5 pm in bond
lengths, 0.5° in bond angles and energies to within 1 kcalmol~!. The major drawback of
all these treatments is that they require very large computer resources, and therefore the
size of the system which can be studied by these methods is limited.

Density Functional Theory (DFT)?%7!, which includes electron correlation indirectly,
requires only little more computer time than HF calculations and therefore these methods
allow one to study quite reliably larger molecules. The B3LYP hybrid is the most popular
DFT functionals to be used in recent years’%72. The DFT-B3LYP method usually yields
geometries and relative energies which are as good as those calculated by sophisticated
correlated ab initio methods’®73. The major disadvantage of the DFT methods is that they
do not offer the rigor of the ab initio methods and do not allow systematic improvement
of the theoretical method. DFT methods should therefore be applied with caution and
should be tested against known experimental data for molecules similar to those being
studied.

Ab initio and DFT calculations require basis sets to describe the wave functions of
the molecule of interest. For compounds of carbon and silicon, the calculations usually
employ all-electron basis sets. The most widely used are Pople’s basis sets, e.g. 6-31G(d)
and 6-311G(d,p), but many other basis sets are available>>7*~77_ The quality of a basis
set mainly depends on the description of the valence region. The widely used 6-31G(d)
basis set is of double-¢ quality (i.e. the valence region is split twice), while the 6-311G(d)
basis set is of triple-¢ quality. Both basis sets include also sets of polarization functions
on the heavy atoms and, in 6-311G(d,p), also on the hydrogens. In recent years several
very good and reliable basis sets (i.e. of triple-¢ quality) have been developed for all
elements through bromine’®.

To describe the computational procedure employed in a particular calculation, we will
use the convenient designation introduced by Pople’s group?>. In general, the computa-
tional procedure is designated as follows: [level 1/basis set 1]/[level 2/basis set 2]. Level
2 and basis set 2 are those that were used for optimizing the structure and level 1 and
basis set 1 are those used to obtain the final total energy of the molecule. For example, a
single point energy calculation using the MP4 method with a 6-311G(d,p) basis set which
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uses the geometry obtained by geometry optimization that use the MP2 method with a
6-31G(d) basis set is designated MP4/6-311G(d,p)//MP2/6-31G(d).

Very large systems which cannot be studied even by DFT methods can be studied with
semiempirical methods. MNDO and PM3 parameters are also available for all heavier
group 14 elements: Si78, Ge79, Sn30 and Pb8!. However, as these parameters are based
on experimental geometries, such calculations can be expected to give reasonably good
results only for limited types of structures upon which the parametrization was based. As
many group 14 elements adopt unusual structures, the reliability of semiempirical methods
is limited; studying new types of structures using these methods may be highly risky.

B. Relativistic Methods

Relativistic methods are crucial for calculating accurately the properties of compounds
of heavy elements and are therefore of special importance for Sn and Pb, although they are
relevant also for Ge and in some cases even for Si compounds (Section III.B). A number
of methods have been developed for incorporating relativistic effects in molecular elec-
tronic structure calculations>*®%3% 1In principle, the Dirac equation®"® should be used to
include relativity in a rigorous manner. However, a solution of the Dirac equation imposes
much greater demands on the computing resources than the corresponding nonrelativistic
treatment, and calculations on large molecules are prohibitively expensive. Nevertheless,
efficient Dirac—Hartree—Fock (DHF) codes have been developed and results of system-
atic DHF calculations on small molecules are available30%¢32.82 " Although these DHF
calculations neglect electron correlation, they provide a standard for other calculations.
An excellent overview on Dirac-based methods was published by Pyykks302. Perturbation
theory (PT) provides another approach for including relativistic effects®3:34.

C. Effective Core Potential Basis Sets

There are two basic problems with accurate calculation of compounds that contain ele-
ments from the third or higher rows of the Periodic Table: (a) Such systems have a large
number of core electrons which in general are chemically inactive. However, in order to
describe properly the chemically active valence electrons, it is necessary to use a large
number of basis functions to describe also the inactive core electrons. This makes the com-
putation highly CPU-time consuming and expensive. (b) In the lower part of the Periodic
Table, relativistic effects must also be considered (see above), which makes a full-electron
calculation prohibitive. The most convenient and most popular method for solving simul-
taneously both problems and making the computation of compounds with heavy elements
feasible and relatively accurate is by employing effective core potentials (ECPs)3*85:86,
The basic strategy of the ECP method is to model the chemically inactive core electrons
by an effective core potential and to treat only the valence electrons explicitly with high
quality basis sets. The ECPs are optimized so that the solution of the Schrédinger or Dirac
equations, using ECPs, will produce valence orbitals that match the orbitals calculated
using all-electron basis sets. There are two different types of ECPs: (a) the model potential
methods, which are fit to node-showing valence orbitals that are approximations to the
all-electron valence orbitals3”; (b) the pseudopotential (PSP) methods which rely on the
pseudo-orbital transformation (i.e. using nodeless valence orbitals)38 92,

Relativistic effects are implemented in many ECPs and these are denoted RECPs.
RECPs can be generated by several techniques®*3%-93 e.g. ab initio ECPs can be derived
from the relativistic all-electron Dirac—Fock solution of the atom. Thus, the RECPs
implicitly include the indirect relativistic effects of the core electrons on the radial distri-
bution of the valence electrons®. The use of RECPs therefore enables one to carry out
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calculations within traditional nonrelativistic schemes, yet incorporating relativistic effects.
A comparison of calculations performed with relativistic and nonrelativistic pseudopoten-
tials allow one to evaluate the magnitude and the importance of relativistic effects**33.

In general, for heavier elements, ECPs enable a better description of the valence space
than the smaller basis sets typically used in all-electron treatments, since no basis functions
are needed to describe the core region and high quality basis sets can be applied for the
valence electrons. However, ECPs do not describe properly the polarization of the core
electrons and the valence—core correlation. This problem can be avoided by using ECPs
in which some of the core electrons are included in the valence space, i.e. including
the (n — 1) d subshell in the valence spaceg7_89, but this trick increases the number of
electrons calculated explicitly and reduces the advantages of the ECP method. Thus, for
compounds of germanium (as well as compounds of other elements of the third row, i.e.
K to Br), it is better to use high quality all-electron basis sets than to use ECPs. For
heavier elements the use of ECPs becomes a practical necessity, except for very small
molecules.

D. Methods for Analysis of the Electronic Structure

Important information about the molecules of interest can be deduced from an analysis
of the wave function, the electron distribution, hybridizations at the various atoms etc. The
traditional Mulliken atomic charges are still often used, but as these charges are not very
reliable®® most of the more recent studies use two newer methods: the atoms-in-molecules
procedure (‘Bader analysis’)%_99 and the natural population analysis (NPA), based on a
Lodwin transformation of the canonical molecular orbitals [i.e. the natural bond orbital
(NBO) analysis]'9%101 Beside being a useful tool in evaluating charge distributions, the
NBO analysis has a much broader use for analyzing the nature of the bonding in the
molecule. This analysis is used to evaluate a variety of electronic characteristics such as
NPA, atomic hybridization, energetic consequences of conjugation, bond orders and the
various Lewis structures (i.e. resonance structures) that form the total molecular structure
[using the natural resonance theory (NRT)]IOZ.

V. SINGLY BONDED COMPOUNDS
A. MH; (metallanes)
1. Geometries, ionization potentials and nuclear spin—spin couplings

Table 2 presents the M—H bond lengths in MHy as calculated using a wide vari-
ety of theoretical levels, allowing one to compare their performance and reliability. The
tetrahedral MH4 molecules were first computed in 1974 within the relatively crude spher-
ically symmetric one-center Hartree—Fock approximation by Desclaux and Pyykko’!,
who found that relativistic effects shorten the M—H bond lengths by 0.6%, 2.3% and
5.6% for GeHs, SnHy and PbHy, respectively. Despite the crudeness of the ‘spherical
approximation’, the experimental M—H bond lengths of GeHs and SnH4 were repro-
duced quite well (Table 2). Unfortunately, the experimental geometry of plumbane, the
most interesting compound in the series, was and remains unknown.

Almlof and Faegri computed the MHy4 [and M(CH3)4] series!% at the Hartree—Fock
level with very large all-electron basis sets and relativistic first-order perturbation theory.
In general they obtained very good agreement between the calculated and experimental
M—-R (R = H, Me) distances for M = C to Sn (Table 2). They also found relativis-
tic bond shortening [of up to 10 pm (ca 6%) in PbHy] and obtained a Pb—H bond
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TABLE 2. Calculated M—H bond lengths (in pm) in MH4 at various levels of theory, basis sets
or ECPs

M Dyall and coworkers? AREP? AIMP®

expd D&P¢ A&F/ NR¢ DHF* PT' HW/ cck ECPI ECP2 MPI MP2 CPP/ DHF2"

C 108.6 1099 1083 1082 108.2 108.2 108.6

Si 1475 1572 1482 1478 14777 147.7 146.0 146.0 147.7 148.0 148.7
Ge 152.0 158.6 152.1 1532 1525 1524 1532 1534 151.6 161.6 152.8 152.6 1529 155.7
Sn 170.0 1762 170.5 1727 170.6 170.6 169.9 170.8 1689 170.4 1709 171.2 1703 1733
Pb 1754" 179.7 1703 1815 1742 1741 1717 1732 1739 1764 173.6 1744 1744 1735

“From Reference 32.

HF calculations with averaged relativistic core potentials (AREP). ECP1: only the ns and np electrons are included
in the valence space (i.e. 4-valence electrons); ECP2: the (n — 1)d subshell is also included in the valence space
(i.e. 14-valence electrons); from References 88 and 89.
€Ab initio core model potential (AIMP) calculations (SCF). MP1: 4-valence electrons; MP2: the (n — 1)d subshell
is also included in the valence space (i.e. 14-valence electrons); from Reference 103.

4Experimental equilibrium distances re, estimated from experimental ro values; from Reference 32.

¢Spherical approximation (Desclaux and Pyykkd, Reference 31).

[ First-order perturbation theory (Almlof and Faegri, Reference 104).

8Nonrelativistic HF; from Reference 32.

hRelativistic Dirac —Hartree — Fock; from Reference 32.

{Perturbation theory, including relativistic effects without the contribution of spin—orbit coupling; from Refer-
ence 32.

JHF calculations with Hay and Wadt pseudopotentials; from Reference 90.

kKCCSD(T) calculations with Hay and Wadt pseudopotentials; from Reference 105.

!Core polarization pseudopotentials, by Stoll and coworkers (4-valence electrons); from Reference 106.
MDirac—Hartree — Fock calculations by Visser and coworkers; From Reference 82.
"Estimated using the equation re(PbHy) = re(PbH) X re(SnHy)/re(SnH); From Reference 31.

length of 170.3 pm. In the early 1990s, all-electron Dirac—Hartree—Fock (DHF) com-
puter programs were developed and applied to the MHy series’>82, showing excellent
agreement with the experimental M—H bond lengths. At DHF the Pb—H bond length
in PbHy is 174.2 pm, by 3.9 pm longer than the value calculated by first-order pertur-
bation theory'%*. According to the DHF calculations, the relativistic contractions of the
Pb—H and Sn—H bonds are 7.3 pm and 2.1 pm, respectively (Table 2). Schwerdtfeger
and coworkers analyzed in more detail the effect of relativity and spin—orbit coupling on
the orbital energies and on the bond length contraction in lead compounds'?’. They con-
cluded that the relativistic bond contraction in PbH,, systems is dependent on the degree
of the Pb 6s-orbital participation in the M—H bond, i.e. the relativistic contractions in
re(Pb—H) are 4 pm for PbH*, PbH and PbH, and 7 pm for PbHy4 (which has the highest
contribution of the 6s orbital in the Pb—H bonds). The molecular spin—orbit coupling
contributions in the PbH,, series were calculated to be only 10—20% of the atomic cor-
rections, and to have practically no influence on molecular geometrieslm. However, as the
contribution of the experimental atomic spin—orbit coupling to the energy of lead is quite
large, 22.4 kcal mol~—! (Table 1)41, this effect should be included when thermodynamic
stabilities of Pb—H compounds are calculated (see below).

The ionization energies of the ‘relativistic’ Pb 6s electrons were found to be much
higher than those calculated using nonrelativistic pseudopotentials, e.g. the ionization
energy increases by 4.7 eV (Pb3t) and 3.7 eV (Pb2T), due to relativity107. This results
froml%l;e relativistic contraction of the 6s orbital which is about 12% for the neutral Pb
atom '

Relativistic effects have also a strong effect on the nuclear spin—spin coupling constants
in the NMR spectra of MH4 and Pb(CH3)3H. The relativistic effect on the spin—spin
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coupling is significant both for coupling with the heavy atom itself [/(M,H)] and also for
the two-bond [J(H,H] couplings through the heavy atom. Even in GeHy the relativistic
increase in the coupling constants is 12%, and for PbH4 it amounts to as much as 156%

for a one-bond coupling!%8.

2. Bond energies

The stepwise dissociations of the MH,, series received significant attention'®~113 due
to their importance in the semiconductor industry. The available information is listed
in Table 3. Several experimental and theoretical investigations have addressed the step-
wise dissociation of neutral GeH, species, and the various Ge—H bond energies are
now known with reliable accuracy'!*~!17 (Table 3). These bond energies are similar to
those of the corresponding SiH,, series''8~120, but are remarkably different from those of
CH,,720-121-123 Dyjrect calculations or experimental measurements of the stepwise disso-
ciation energies of SnHy and PbHy4 are still not available, but the individual Sn—H bond
energies have been estimated from the Si and Ge values!!1®124,

Moving down the period for a particular MH,, series, the M—H bond energy decreases;
e.g. for MHy (kcal mol~!, Table 3), 104 (C) > 90 (Si) > 85 (Ge) > 72 (Sn).

The bond energies of neutral and cationic GeH,, and SiH,, species exhibit a ‘zig-zag’
pattern as a function of n!''* (Table 3). For example, the Ge—H bond energy decreases

TABLE 3. Stepwise bond dissociation energies (BDE, kcal mol~!) for MH,,

MH, MHj; MH, MH
C
exp.? 103.2 109.0 100.2 80.0
calc.b 104.1 110.6¢ 98.0¢ 80.6
Si
exp.? 88.8 £ 1.6 69.6 £ 2.1¢ 72.6 +1.4¢ 68.7+0.7
72.5+2.1¢ 75.6 £ 1.4¢
cale.f 90.1 71.0 74.1 67.4
Ge
exp.? <82+£2 >59 <66 >63
cale.! 84.8 58.0 68.5 63.8
calc. 85.2 56.9 69.2 63.2
Sn
est./ 71.6 51.5 58 55k

9From Reference 121. For additional experimental values see References 122 and 123.
The stepwise BDEs (kcal mol’l) of CH4+, CH3+, CHZJr and CHT are 128.8, 196.2,
175.8 and 148.2, respectively.

bt G2(MP3); from Reference 123b.

¢ For triplet CH,.

dPhotoionization study; from Reference 120.

°The two alternative values are based on two different adiabatic IPs of SiH, (lAl); from
Reference 120.

f At MP4/6-31G*//HF/6-31G*; from Reference 119.

8Photoionization study; from Reference 116, see also Reference 117.

h At MP4//HF, using a Dunning all-electron basis set + d-polarization function; from Ref-
erence 115.

'At CASSCF/SOCI/MRSDCI. The stepwise BDEs (kcal mol~ 1) of GeHyt, GeH3™,
GeH2Jr and GeH™ are: 15.2, 82.2, 37.9 and 68.0, respectively; from Reference 114.
JEstimated from SiH, and GeH,, bond energies; from Reference 116.

k53 kcal mol ™! using a relativistic ECP!24,
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from GeH, to GeHs, while it increases from GeH to GeH, and from GeHs to GeHy.
Similar alterations occur for the GeH, ™ cations, but in the opposite direction; i.e. the
Ge—H bond energies follow the order: GeHy™ < GeH3 ' > GeH,t < GeH™ (Table 3).
These trends have been understood as follows: MH4, MH,, MH3 and MH™ have closed-
shell ground states; therefore, the M—H bonds are more difficult to break. The second
dissociation energy of MHy (or any MRy) is always smaller than the first one, since the
stable MH, (or MR») species are formed. This difference between the first and second
dissociation energies was defined by Walsh as the ‘Divalent State Stabilization Energy’
(DSSE, equation 4)125 (see also Sections V.E.l.a, VL.B.3 and VILA.3).

DSSE (MR,) = D(R3M-R) — D(R;M-R) @)

3.The stability of MH, relative to MHy + H,

Systematic studies of reaction energies for the abstraction of H, from MH4 (equation 5)
for M = Si, Ge, Sn and Pb were reported by Dyall who also compared the results of

the DHF calculations with those of other methods (ECP, PT)126, by Schwerdtfeger and

coworkers*8® who included also the ‘eka-lead’ element 114 and by Thiel and coworkers !0
who studied also the activation barriers for this reaction. More recent computations con-

centrated on the evaluation of the quality of the various theoretical approaches!'03:196 The
results of the calculations are collected in Table 4 and are shown graphically in Figure 3a.

MH4 —— MH; + H, %)

The DHF results!?®, as well as the CCSD(T)/DZ+d (with inclusion of relativistic
effects for Ge, Sn and Pb) results!%, indicate that the stability of the tetrahydrides with
respect to the corresponding dihydrides and Hy(equation 5) decreases significantly down
group 14 and the reaction becomes exothermic for PbHy (Table 4 and Figure 3a); i.e.
AE(equation 5, at CCSD(T)/DZ+d), kcal mol~1) = 57.7 (Si), 36.1 (Ge), 15.6 (Sn) and

TABLE 4. Calculated reaction energies (AE) and activation energies (E;,) for equation 5 at various
levels of theory”

AE? E,

NR® PT¢ DHFF HW/ ECPI$ ECP2* AIMPI CCSD(T)/ CCSD(T)/

Si 567 564 @ 56.1 57.7 627 (55.9%)
Ge 399 369 368 41.5 39.0 40.9 41.7 36.1 564 (54.3%
Sn  27.0 226 19.2 232 23.8 20.3 21.6 15.6 533
Pb  18.0 33 -98 -—18 —45 —11.1 —22 =77 453

“All energies are in kcal mol~! and they include corrections for ZPEs.

bFrom Reference 126, unless stated otherwise.

“nonrelativistic Hartree —Fock (NR).

dPerturbation theory (PT).

¢Dirac — Hartree — Fock (DHF).

! Pseudopotentials by Hay and Wadt?.

8ECP1: 4-valence electrons®8:89.

hECPp2: (n — 1)d subshells are included in the valence space, i.e. 14-valence electrons

iQuasi—relativistic ab initio core model potential calculations (SCF level): the (n — 1)d subshell is included in the
valence space (i.e. 14-valence electrons). The reaction energies do not include ZPE; from Reference 103.

i Using Hay and Wadt pseudopotentials; from Reference 105.
k Experimental; from Reference 127.

88,89
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FIGURE 3. (a) Calculated decomposition energies, AUy (in kcal mol~1) for equation 5. DFC: rela-
tivistic Dirac—Fock calculations; HF: nonrelativistic HF calculations; exp./cor.: the values for C and
Si are experimental, for Ge and Sn they are MP2/ECP values and for Pb, QCISD(T)/ECP values.
(114) is element 114 (‘eka-lead’). Adapted from Reference 48b. (b) Calculated geometries of the
transition state for the dissociation reaction: MH4 — MH;, + H,. Bond lengths (pm) are given in

the order M = Si, Ge, Sn and Pb'%>

—7.7 (Pb)!05 (similar values were obtained by the DHF method!20, see Table 4). For all
heavier group 14 elements, the reaction energies are dramatically lower than for CHy
(117 keal mol~! 128, The relativistic stabilization of the s orbitals of M = Pb and Sn is
more pronounced in MHy, which have a higher s occupation, than in the corresponding
MHy, causing a significant relativistic decrease in the energy of equation 5, of 27.8



1. Theoretical aspects of compounds containing Si, Ge, Sn and Pb 19

and 7.8 kcal mol~! for M = Pb and Sn, respectively126. Furthermore, the contribution of
molecular spin—orbit coupling to the dissociation energy of PbHy is —7 kcal mol—1107:126
relative to only —1 kcalmol~™! for SnH4'20. The inclusion of relativistic effects and
spin—orbit coupling reduces the energy of equation 5 by 28.1 kcal mol~! for M = Pb!%7.

The activation barriers for the dissociation of MHy (E,, equation 5) also decrease in
the order Si (62.7) > Ge (56.4) > Sn (53.3) > Pb (45.3) (kcal mol~1)!9%_ The optimized
transition structures for reaction 5 are shown in Figure 3b!%>. The barrier for the decom-
position of PbHy, of 45.3 kcalmol~!, is sufficiently large to allow its observation despite
the fact that the dissociation reaction is exothermic. To support the search for plumbane
(and methylplumbane), their IR vibrational spectra along with the spectra of their lower
congeners were computed!?’. The IR spectrum of PbHy in the gas phase was indeed
recently reported'%.

Reaction 6, the elimination of MH, from H3MCHj3, exhibits a similar trend in the
reaction energies and activation barriers. The reaction energy decreases with increasing the
atomic number of M, but the endothermicity is smaller than for MHy, i.e. AE(equation 6,
in kcal mol~1): 54.0 (Si); 30.3 (Ge); 9.3 (Sn) and —15.3 (Pb)!%5. Consequently, the reverse
reaction, i.e. the insertion of MH, into a C—H bond, is less exothermic and less facile
than the insertion of MH, into an H—H bond!0>-130-131 " A detailed discussion of the
mechanism of the insertion reactions of MR, is given in Section VIL.A.3.b.

H3;MCH3; — MH; + CHy ©6)

4. Charged MH, species: MH,* and MH 4+

Unlike the tetrahedral MHy4, the MH4 ™ cations have Jahn—Teller distorted structures.
At MP2/DZP a HyM* -..Hy (M = Si to Pb) ‘side-on’ Cs complex (1) was located as
the global minimum. At this level the Cy ‘head-on’ structure (2) is by 10, 14, 20 and
24 kcalmol ™! less stable than the ‘side-on’ C S structure 32133 for M = Si, Ge, Sn and
Pb, respectively.

H H
H H :
\: M

“H H—H

(1) Cs (2) CZV

The Cyy and Cj structures can be regarded as arising from electron transfer from Hj
to the electron-deficient MH, ™ unit. MH, ™ is a good acceptor using its empty p orbital
in the ‘side-on’ Cj structure (1) as shown in Figure 4. In order to form the C5, ‘head-on’
structure (2), an electron has to be promoted from the singly-occupied s orbital of MH, T
to its empty p orbital, exciting the MH,1 from the 2A; state to the 2B state (Figure 4).
This is why 1 is more stable than 2. As M becomes heavier, the energy difference
between 1 and 2 increases following the increase in the 24; — 2B excitation energies as
M becomes heavier!33. However, this analysis might be premature as it was later found
to be dependent on the computational method. Geometry optimization of GeHy+ at MRS-
DCI/CASSCEF reveals that 1, M = Ge collapsed without a barrier to 2, M = Gel'l4. The
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FIGURE 4. HoM™ - - .H, complexes: ‘Side-on’ Cs (1) and ‘head-on’ C,y (2)

strong dependence of the structure on the computational method indicates that HyGe™ - - -
H; is a loose complex with a flat potential energy surface. The flatness of the PES was also
demonstrated by the nearly barrierless rotation of the H; ligand in SnHs™ and PbH4™,
giving rise to two Cs structures of type 1, which have essentially the same stability!33,

The dissociation energy of MH;+ into MH,* and Hy decreases down group 14132133
requiring 14 (SiH4T), 8 (GeHy), 5 (SnHy ™) and 3.6 (PbH,;t) kcal mol~!, and it occurs
without an activation barrier for all M!32:133_ The dissociation of GeHs ™ to form GeH3t
and H is much more endothermic (25.5 kcalmol~")!14. MRyt cations with R = alkyl
rather than hydrogen were observed for M = Sn and Pb!34.

The MH42" dications are planar (Coy-symmetry, 3) with two short and two long M—H
bonds; the latter represent 3-center—2-electron bonding between Hy and MH,2+. CH42t
is strongly bound with #(MHj - - - Hy)?>* = 112.9 pm, while significantly longer distances
of 184.6 pm and 197.2 pm were calculated for M = Si and Ge, respectively, which is
consistent with their considerably smaller binding energies. The calculated dissociation
energies of the MH42% series into Hy and MH,2t are 103.7 (CH42 %), 32.0 (SiH42%) and
28.3 (GeH4>) kcal mol~! [B3LYP/6-311++G(2df,2pd)]'3, considerably higher than the
corresponding dissociation energies of MH4+. The much weaker complexation energies
of Hy to MH,2 for M = Si and Ge than for M = C are explained by their superior ability
to accommodate a positive charge, due to their lower electronegativities and higher polar-
izabilities, relative to M = C. A similar trend of the dissociation energies was calculated
for the dissociation of MHg?" (4, M = C, Si, Ge) to MH42+ + Hp 1%,

—‘2+ H i} 2+
H H\M// H—‘
H H/ \\I;—H

3) Gy @ Gy

HG o~
H/M\

B. Mono-substituted Singly-bonded MH;R Metallanes

Two important comprehensive studies of mono-substituted singly-bonded group 14
compounds of type MH3R were carried out by Basch and Hoz*>13. Their extensive
CCSD(T), B3LYP and MP4//MP2 computations encompassed a very large set of H3MR
molecules (M = C to Pb), where R spans over 50 different substituents (e.g. CH3, SiH3,
GeHj3, SnHs, PbH3, OH, SH, halogens, pseudohalogens, CHO, COOH, CN, NH,, NO,
etc.). These authors have also summarized the available experimental data and previous
theoretical publications on similar group 14 compounds. M—R bond distances®, M—R
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bond dissociation energies*>130, Mulliken charges and other molecular properties*> were
discussed in great detail. Thus, these extensive studies can be regarded as an ab initio
database, which compares various levels of theory and, when available, also experimental
data, for simple group 14 compounds. The discussion below is based to a large extent on
these two studies and the reader is referred to the original papers for additional data and
discussion*>13%. Of the wide variety of MH3R molecules that were studied by Basch and
Hoz, we will discuss briefly mainly MH3R compounds with R = halogen and R = M'H3
(M’ = group 14 element).

1. General trends in the M—R bond dissociation energies

The M—R bond dissociation energies (BDEs) are defined in equation 7. Several factors
cause imbalance in the theoretical description of the two sides of the equation and thus
affect the reliability of the calculated BDEs. One factor is the purity of the calculated
spin states of the radicals, MH3 and R. The closer the method is to a full configuration
interaction description, the less important is the initial extent of spin contamination at the
UHF level. In DFT methods, spin contamination is generally found to be less important.
When the spin contamination is small (< 52 > value close to 0.75), the CCSD(T) method
has little advantage over the MPn methods. However, when the calculated UHF spin con-
tamination is large (e.g. in radicals containing double bonds), the CCSD(T) results show
considerable improvement over the MPn values. The CCSD(T) values usually underesti-
mate the BDEs. The DFT-B3LYP methods [either with all-electron basis sets or with core
effective potentials (CEPs)] give binding energies that are even lower than the CCSD(T)
values'3%. A second potential theoretical imbalance in equation 7 is the number and type
of multiple bonds on both sides of the equation.

H3;MR —— H3M® +R°* (@)

The trends in the M—R BDEs in going down group 14 were divided into three groupings*:
(1) R substituents, referred to as ‘covalent’-type, for which the BDEs decrease steadily
from M = C to M = Pb, e.g. R = H, M'Hj3 (these compounds will be discussed in the
subsequent section), BHy, AlH», PH»; (2) R substituents, referred to as ‘ionic’-type, which
reveal a significant increase in the BDEs between C and Si and then steadily decrease from
Si to Pb, e.g. R = halogens, NH;, OH, SH (the calculated and the available experimental
BDE:s for this group of substituents are given in Table 5); (3) substituents which obey the
trends in (1) or (2) above but reveal an increase (or no change) in the BDEs on going from
Sn to Pb, e.g. R—CHO, NO,;. The following M—R BDEs (kcal mol 1) were calculated at

TABLE 5. Calculated® and experimental® (in parentheses) M—R bond dissociation energies
(kcalmol™!) in H3MR

M R

F Cl Br NH, OH SH
C 103.2 (112.8) 76.5 (83.5) 66.5 (70.6) 78.3 (84.7) 859 (92.5) 69.2 (74.6)
Si 1427 (160; 153) 99.2 (108; 110) 84.8 (92; 90) 95.6 (100.0) 116.2 81.1
Ge 122.7 89.4 71.3 79.9 97.2 72.5
Sn 117.7 87.6 76.3 72.4 90.6 69.1
Pb 111.3 86.2 753 68.8 85.2 67.9

@At CCSD(T)/CEP-TZDP++//MP2/CEP-TZDP, a set of diffuse sp functions was added to all atoms except
hydrogen (denoted by the 4+ sign); from Reference 136.
bExperimental values are from Reference 45 and Chapter 4 by R. Becerra and R. Walsh in Reference 9.
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CCSD(T)//MP2 (using a TZP basis set for the valence electrons and CEPs and relativistic
CEP for the core electrons of Sn and Pb; experimental values are given in parentheses)
for these substituents: R = CHO: 79.5 (83.4) (C); 65.1 (Si); 57.5 (Ge); 49.5 (Sn); 48.7
(Pb); R = NO»: 57.3 (60.6) (C); 61.2 (Si); 52.0 (Ge); 47.6 (Sn); 48.6 (Pb).

The bond dissociation energies correlate very well with the electronegativity difference
between M and R. For a given M the bond dissociation energies decrease with a decrease
in the electronegativity of R, while for a given R the BDE increases from C to Si and
then decreases steadily on moving down group 14 (Table 5). A similar relationship is
found between the heats of the exchange reaction between H3MR (M = Si to Pb) and
H3C-R (equation 3, Section II.D) and the Allred—Rochow electronegativity of R, as
shown in Figure 5. Figure 5a, which compares the Si—R BDEs to those of C—R, reveals
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FIGURE 5. Calculated energies for the exchange reaction of equation 3, plotted vs. the electroneg-
ativity of R. (a) For M = Si, R = H, Li to Cl [at MP4/6-31G(d)//HF/3-21G(d)]. (b) For M = Si to
Pb, R = H, B to F (at MP4/TZDP++//MP2/TZDP). (c) For M = Si to Pb, R = Al to Cl, GeHs and
Br (at MP4/TZDP++//MP2/TZDP). (a) is adapted from Reference 54. (b) and (c) are plotted by us
from the data given in Reference 45
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two inverted V-shaped curves>*, one for the first-row and the other for the second-row
substituents R. All the Si—R bonds that are below the zero-energy line in Figure Sa
are stronger than the corresponding C—R bonds, and vice versa (this is also valid in
Figures 5b and 5c). Particularly remarkable are the much stronger Si—R bonds compared
to C—R bonds for R = F, CI and OH, i.e. by 38, 20 and 27 kcal mol_l, respectively54.
Figures 5b and 5c show the relative M—R and C—R bond energies for all M atoms over
the entire range of the standard first- and second-row substituents. For R substituents of
both the first- and second-row atoms the Si—R bonds are stronger than all other M—R
bonds. The relative M—R bond strength decreases as M becomes heavier. For example,
the Si—OH bond is stronger by ca 28 kcalmol™! than the C—OH bond in H3;COH;
in contrast, the Pb—O bond in H3PbOH is by ca 2 kcal mol~! weaker. The larger the
difference in the electronegativity between M and R, the stronger is the M-R bond, due
to a larger contribution from ionic structures (see also below).

2. MH3R, R = halogen

a. Geometries.. The calculated and experimental M—R (R = F, Cl, Br, I) bond lengths
are given in Table 6. Experimental structures in the gas phase are known for the entire
set of compounds, except for H3SnF and the plumbyl halides. As seen in Table 6, the
calculated bond lengths, using effective core potentials at both the HF and MP2 levels,
are in good agreement with experimental gas-phase values. The HF/ECP calculations are
of similar quality to the all-electron HF calculations of molecules with first-row atoms!37,
giving confidence in the effective core potentials that were used.

b. M—R bond dissociation energies. The M—R, R = halogen, bond dissociation ener-
gies are given in Table 5. The trends in their bond dissociation energies were discussed

TABLE 6. Calculated and experimental (in parentheses) M—R
(R =F, Cl, Br, I) bond lengths (pm) in MH3R*

H3;M R
F Cl Br i

H;C 136.5° 177.7° 195.7% 215.0°
140.0° 179.6¢ 194 .4¢

(138.2) (177.8) (193.3) (213.2)

H3Si 157.7% 204.20 222.9b 244.6°
161.9¢ 207.0¢ 223.4¢

(159.3) (204.9) (221.0) (243.7)

H;Ge 169.7° 215.5b 233.3b 254.1b
173.8¢ 217.1¢ 232.1¢

(173.5) (215.0) (229.9) (250.9)

H3Sn 184.0 233.6" 250.3% 270.8°
191.0¢ 235.0¢ 249.6¢

(232.8) (246.9) (267.5)

H;Pb 202.0° 246.64

202.6¢ 241.4¢ 254.9¢

“Experimental values are from Reference 137.

bHF/ECP; from Reference 137.

“MP2/CEP-TZDP (for the valence electrons) for M = C, Si and R = F
and MP2/RCEP (TZDP for the valence electrons) for all heavier ele-
ments; from Reference 45.

d HF/ECP; from Reference 44.
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above along with other R substituents. Here we discuss in more detail the nature of
the M—Cl bonds in H3MCI, which were the focus of two recent papers®>>’. Both
studies show, in agreement with earlier investigations45’136, that the BDE of M—CI fol-
lows the trend: C << Si > Ge > Sn > Pb (i.e. group 2 above, Table 5). Bickelhaupt and
coworkers®’ analyzed the M—Cl bonding mechanisms by the extended transition state
method!33 which uses density functional component analysis. Their analysis shows that
the sharp increase in the BDEs from M = C to M = Si results from the increase in the
electronegativity difference between Si and Cl. They associated the monotonic decrease
from M = Si to M = Pb to a balance between an orbital interaction term and a steric
repulsion term (Pauli repulsion), i.e. to a decrease in the bond overlap between the singly
occupied orbitals of the MH3 and Cl fragments in combination with the decrease in the
Pauli repulsion®’. A different approach, which uses VB theory to analyze the M—CI bond
strength, was provided by Shaik and coworkers>. These authors defined a new class of
chemical bonds, ‘charge-shift’ bonds, where all or most of the bond energy is provided
by the resonance between the covalent and ionic structures. ‘Charge-shift’ bonds are not
necessarily associated with bond polarity and exist among homonuclear as well as het-
eronuclear bonds. The VB analysis of Shaik and coworkers shows that the contribution
of the covalent bonding to the total bond energy is relatively small for all M atoms and
becomes smaller monotonically on going from Si to Pb, i.e. the appropriate M—Cl cova-
lent contribution to the bonding is 39.9, 33.9, 26.6 and 17.4 kcal mol~! for Si, Ge, Sn
and Pb, respectively. According to this analysis the covalent bond energy is a balance
between the interaction energy due to spin exchange and a nonbonded repulsive inter-
action between the M—Cl and M—H bonding electrons and the lone-pair electrons on
the Cl atoms (very similar to the conclusion of Bickelhaupt and coworkers®’). The low
covalent bond energies mean that the much higher M—CI BDEs of 80.1 (M = C), 102.1
(M = Si), 88.6 (M = Ge), 84.6 (M = Sn) and 76.3 (M = Pb) kcal mol~! arise from reso-
nance between the covalent H3M—Cl and ionic HsM1C1~ VB structures. This resonance
energy is largest when the gap between the energy minima of the ionic and covalent struc-
tures is smallest, i.e. for the most stable charged structure. The positive charge localization
in MH3 " appears to be a key factor leading to ‘charge-shift’ bonds with strong bonding
energies. The charge localization property exhibits a ‘saw-tooth’ behavior: it is small for
C, rising to a maximum for Si and than alternating down and up from Ge to Pb. The
origin of this alternating behavior is associated with the transition metal contraction due to
imperfect screening of the 3d!? shell in Ge and the lanthanide and relativistic contractions
in Pb (see also Sections III.A and III.B and Figures 1 and 2). These two effects cause a
zig-zag variation in the electronegativities of M (Table 1) and in the charge localization
on MH;3™". Thus, H3Si™ is the cation with the highest charge localization, leading to
the strongest Si—Cl bond, and CH3 ™ with the highest charge delocalization leads to the
second weakest M—Cl bond. ‘Charge-shift’ bonding is manifested also in the tendency
of Si and Sn (and less so of Ge and Pb) to form hypercoordinate compounds .

3. Ethane analogs

a. Geometries and rotational barriers. Calculated M—M’ bond lengths, where both M
and M’ are group 14 elements, at various levels of theory are given in Table 7. Earlier com-
putations of the geometries and rotational barriers of all possible HsMM'H3 systems, at
the Hartree—Fock level!3? using only moderate basis sets and including relativistic effec-
tive core potentials only for Pb, prompted criticism by experimentalists who pointed out
discrepancies between the calculated and measured bond distances for some germanium
compounds (e.g. GeoHg, H3 SiGeH3)'*0. These methods gave M—M'’ bond lengths which
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TABLE 7. Calculated and experimental” M—M’ bond lengths (pm) in H;MM'H3

HsM M'H;
CH3 SiH3 GCH3 SHH3 PbH3

H;C 154.2¢ 188.3¢ 199.0¢ 218.8¢ 227.5¢
152.6¢ 188.3¢ 199.64 217.84 22424
153.3¢ 187.9¢ 195.5¢ 214.0¢ 218.1¢

exp.t 153.1 186.4 194.5 214.0

H;3Si 188.3¢ 23420 f 240.9° 261.0° 269.5¢
188.3¢ 235.5¢ 242.54 261.0¢ 264.0¢
187.9¢ 234.7¢ 238.9¢ 257.9¢ 258.4¢

233.38 237.28

exp.” 186.4 232.7 235.7

H;Ge 199.0¢ 240.9¢ 249.9¢f 266.2¢ 274.1¢
199.64 235.54 249.94 266.9¢ 270.5¢
195.5¢ 238.9¢ 242.7¢ 261.0¢ 262.1¢

237.28 241.68

exp.’ 194.5 235.7 240.3

HiSn 218.8¢ 261.0¢ 266.2¢ 285.0¢f 292.8¢
217.8¢ 261.0¢ 266.9¢ 284.3¢ 286.9¢

, 214.0¢ 257.9¢ 261.0¢ 278.5¢ 279.7¢

exp. 214.0 277.6

H3Pb 227.5¢ 269.5¢ 274.1¢ 292.8¢ 301.2¢f
22424 264.04 270.54 286.9¢ 289.7¢
218.1¢ 258.4¢ 262.1¢ 279.7¢ 281.2¢

exp.’ 285.1

@For calculations at other computational levels see Sections V.B and V.B.3.c.

bThe experimental values are for substituted compounds, and are taken from References 139—142.
€ All-electron nonrelativistic, at HF/DZP; from Reference 139.

d At HF/ECP (DZP basis set for the valence electrons); from Reference 139.

¢At MP2/ECP (TZ basis set augmented with a double set of polarization functions for the valence
electrons); from Reference 45.

fThe M=M’ bond distances calculated at CCSD with a core polarization pseudopotential which
takes care of the core-valence correlation effects are (in pm): 233.3 (M = Si); 242.9 (M = Ge);
278.0 (M = Sn) and 285.1 (M = Pb); from Reference 141.

8 All-electron nonrelativistic calculation, at CISD/TZP(f,d); from Reference 142.

were somewhat too long, leading to an underestimation of the rotation barriers around
the M—M’ bonds. More recent theoretical studies using better computational methods
for geometry optimizations, e.g. methods that include the effects of electron correlation
such as MP2, CISD, CCSD(T) etc., with TZ basis sets or basis sets which include f-
functions, showed that the geometries of the H3MM’H3 compounds can be reproduced
very accurately (Table 7)*139.141.142 1 most cases the M—M’ bonds obtained from
all-electron calculations agree well with the ECP results. With lead compounds, the quasi-
relativistic ECP calculations gave Pb—M distances which are substantially shorter than the
all-electron results'3?, in correlation with the well-known relativistic bond contractions
for Pb302.104 Tnclusion of core-valence correlation, by using core polarization pseudopo-
tentials, becomes increasingly important as the nuclear charge is increased. It contracts
the M—M bond length by 7 pm for M = Ge and M = Sn and by 16 pm for M = Pb,
relative to values that were calculated at CCSD with a relativistic ECP. The vibrational
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frequencies calculated at MP2 and B3LYP agree well with experiment after inclusion of
scaling factors of 0.945 and 0.98, respectively!43.

For all H3MM'Hj the staggered D3y conformation, 5, is more stable than the eclipsed
one!3%:143 | This preference was attributed to a stabilizing vicinal o(MH) — o*(M'H)
delocalization!®®. A quantitative agreement of the calculated rotational barriers with
experiment requires the use of large basis sets and high level electron correlation
treatments (CISD, CCSD). The B3LYP rotational barriers are somewhat too low. The
CCSD/TZ(2d,2p) rotational barriers (kcal mol~!, experimental values in parentheses)
are 3.08 (2.9); 1.38 (1.22); 0.79 and 0.70, for CoHg, SioHe, H3SiGeHs and Ge,Hg,
respectively. The rotational barriers for SnpHg and PbyHg are even smaller, being 0.4
and 0.2 kcal mol~!, respectively!3?-141. The drop in rotational barriers down group 14 is
attributed to smaller overlap between the c(MH) and o*(M'H) orbitals due to the longer
M—M’ bond!43.

H H
H /
M—M'
/ [\
H nH
(5)

b. Bond dissociation energies. The M—M' bond dissociation energies of H3MM'Hj
decrease monotonically as M and M’ become heavier and they range between
ca 90 kcalmol™! for C—C to 50 kcal mol~! for Pb—Pb, as shown in Table 8. The general
discussion in Section V.B.1 regarding the calculations of BDEs and the pitfalls that may
cause errors are valid also here. As expected, the strongest bond is the C—C bond and
the weakest is the Pb—Pb bond. For each M atom the M—M’ bond energy decreases as
M’ becomes heavier.

The fluorinated distannanes'#4 present an especially interesting subgroup of com-
pounds with M—M bonds. For H3SnSnFH;, HoFSnSnFH,, F3SnSnH3, HF,SnSnFoH
and F3SnSnF3 there is no correlation between the Sn—Sn bond lengths and the bond
dissociation energies; e.g. the Sn—Sn bond lengths in HyFSn-SnFH, and F3Sn-SnF3 are
276.5 and 275.8 pm, respectively, while their bond dissociation energies are 58.0 and
49.5 kcalmol~! (CCSD/ECP), respectively!**. What is the reason for the shorter but yet
weaker bonds in fluorinated distannanes? Fluorine substitution removes electronic charge

TABLE 8. Calculated® and experimental” (in parentheses) M—M’ bond
dissociation energies (in kcalmol~!) in H3MM'H; (M, M’ = C to Pb)

M M

C Si Ge Sn Pb
C 85.5 (89.8) 83.9 (88.2) 74.3 66.7 64.1
Si 83.9 (88.2) 70.5 (73.8) 66.7 61.5 59.3
Ge 74.3 66.7 63.1 58.8 56.8
Sn 66.7 61.5 58.8 55.3 53.1
Pb 65.3 59.3 56.8 53.1 50.8

@At CCSD(T)/CEP-TZDP++//MP2/CEP-TZDP, a set of diffused s and p functions
was added to all atoms except hydrogen (denoted by the ++ sign); from Refer-
ence 136.

bFrom References cited in Reference 45.
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FIGURE 6. The C; bridged structure (6) of M;Hg

from the central Sn atom thereby causing contraction of its effective size. As a result,
the difference in the radial orbital extension of the s and p orbitals of the tin atoms
increases, making hybridization even more difficult than for the parent distannane (see
Section III.C). This ‘hybridization defect’ causes a sharp decrease in the ratio between
the s and p orbitals forming the Sn—Sn bond as the number of fluorines increases, i.e.
from p/s = 2 for H3SnSnH3 to p/s = ca 1 for F3SnSnF3. The less effective sp hybridiza-
tion for Sn (which have a higher charge) results in increased s and decreased p character
thereby making it weaker. However, the weaker bonds do not become longer, as the
effect is compensated by the reduced size and the related larger net s character of the Sn
atoms'44,

c. Nonclassical bridged structures of ethane analogs. In addition to the classical ethane-
like D3q structures, HsMM'H3 compounds of heavier group 14 elements exhibit also
nonclassical structures, such as 6, which can be described as bridged complexes of M'Hy
and MH2145. The structure of 6 is shown in Figure 6. Important geometric parameters of
6 as well as of the corresponding 5 are shown in Table 9.The energy difference between
the MHy - -- MH, complex and the D3y H3MMHj structure decreases down group 14,
i.e. from 48 kcal mol~! for SipHg to only 9 kcal mol~! for PbyHg (Table 9). The energy
barrier required for the insertion reaction which converts MHy - - - MH» (6) to HsMMH3
increases from nearly zero for M = C and Si to 20 kcalmol™! for M = Pb (a detailed
discussion on the insertion reaction of MH; into MHy is given in Section VIL.A.b.ii).
This implies that the nonclassical structures 6 of PboHg and SnpHg should be accessible
experimentally'*3. On the other hand, the dissociation energies of the MHj - --MH,
complexes to MH, + MHy are quite small (2—5 kcal mol~!), making the experimental
detection of these species very challenging.

4. Classical linear MHap,, 2> chains

In contrast to linear alkanes, the heavier H3M(MH;), MH3 species have properties
which resemble somewhat unsaturated conjugated polyenes!4©~148  For example,
H3M(MH,), MH3 chains show intense low-energy absorption maxima, which are red-
shifted with increasing chain length. This is ascribed to the ‘o-delocalization’ and
results in the fact that electronic excitations from the energetically high-lying orbitals
of H3M(MH,),,MH3 are much easier than in alkanes. Hence, novel optical/electronic
properties are found for these polymetallane systems'*’, and several new synthetic
approaches to these compounds have been developed in recent years!*8. The experimental
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TABLE 9. Important geometric parameters of isomers of MaHg and
their dissociation energies®

D34(5) mono-bridged C(6)
CoHs AE 110.9 (93.5)" 1.1¢
dM—M) 152.6 3572
d(M—H) 109.3 109.2; 283.84
/MH,M 124.4
SirHg AE 53.3 (69.6)" 4.8¢
dM—M) 2347 354.7
d(M—H) 144.7 149.0; 213.24
/MH,M 156.4
Ge,Hg AE 41.4 (64.2)° 5.1¢
dM—M) 249.7 361.5
d(M—H) 154.9 156.9; 222.24
/MH,M 144 .4
SnyHg AE 33.6 (58.5)% 9.8¢
dM—M) 279.7 352.9
d(M—H) 171.4 175.6; 211.9¢
/MH,M 131.0
PbyHg AE 17.9 (50.8)° 9.1¢
dM—M) 283.6 373.1
d(M—H) 174.6 178.4; 233.7¢
/MH,M 129.3

@At MP4//HF/ECP (for all nonhydrogen atoms). Bond lengths (d) in pm, bond
angles (£) in deg and AE in kcal mol~!; from Reference 145.

b Dissociation energy to two H3M fragments.
“Dissociation to MHy4 + MH,.

dThe H3MHp and Hj;MH, distances, respectively; see Figure 6.

efforts in this field were accompanied by some theoretical investigations of the electronic
structures, energy gaps and optical transitions of silicon!*~151  germanium!3%-15! and
tin!3! homopolymers as well as of alternating Si—Ge copolymers!>Y. These compounds
were studied both in the frans-planar and in the gauche-helix skeleton conformations.
Using the local density functional method it was found that for both the trans-planar and
gauche-helix conformations the band-gap energies (i.e. the energy difference between the
highest occupied valence band and lowest unoccupied conduction band) decrease on going
from Si to Sn, and they are considerably higher for the gauche-helix conformation. The
calculated band-gap energies are 3.89 (Si), 3.31 (Ge) and 2.80 (Sn) (eV)130.151, Increasing
the M—M—M bond angles causes a decrease in the band gaps. For a Sn—Sn—Sn bond
angle of 150° the valence band and conduction bands were found to overlap, introducing
the possibilty of making ‘molecular metals’ if some effect (e.g. pressure) could be found

to balance the required distortion energy'>!.

C. Multiply-substituted Singly-bonded Compounds
1.M(CH3)4 and MX,4, X = halogen

The geometries of M(CH3)4 and MX4 where X = halogen were calculated using a
variety of all-electron and ECP methods!32133. The M—C and M—X bond lengths in

M(CHj3)4 and MX4 compounds, calculated using HF/ECP'32 and various DFT/ECP!33
methods, are in good agreement with available experimental results and are comparable
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(and in some cases even superior) to all-electron calculations'¥% 153 (Table 10). This
finding provides confidence in the reliability of ECPs and DFT methods for calculating the
geometries of compounds with heavy elements. Among the various DFT methods used
were for example Local Spin Density Approximation (LSDA), BLYP and B3LYP; the
LSDA method provides the best geometrical parameters, but the hybrid B3LYP functional
also gives good agreement with experiment.

Escalante and coworkers have studied in detail the contribution of relativistic effects
to the geometries of MX4 molecules. The changes in M—X bond distances (AR) caused
by relativistic effects are presented graphically in Figure 7a. It was found that for the
bromides and iodides, relativity causes M—X bond contraction which increases (excluding
the tin compounds) as one descends group 14 (Figures 7a). For fluorides and chlorides,

TABLE 10. Calculated and experimental? M—C and M—X bond lengths
(pm) in M(CHj3)sand MX4

X = CH; F Cl Br I
CX4 154.0° 131.6¢ 177.0¢ 198.2¢ 223.1¢
1784
153.5¢ 131.9/ 178.2f 194.51 218.7F
176.7¢
exp. 153.9 131.98 177 194.28 2108
SiXy 190.2° 158.4¢ 203.2¢ 224.7¢ 250.6¢
155.2" 204.0¢
187.9¢ 157.67 204.61 221.57 246.6"
201.5¢
exp. 188.8 155.28 202 218.38 —
GeXy 197.2¢ 172.9¢ 214.8¢ 235.4¢ 260.7¢
2134
17271 216.11 232.0f 256.0/
211.4¢
exp. 194.5 1718 211 227.28 250.78
SnXy 215.0° 187.0° 228.1¢ 248.6¢ 273.1¢
2324
215.0¢ 190.5/ 234.01 248.87 271.87
228.6¢
exp. 214.4 188¢ 228 2448 2648
PbX4 224.7° 197.0¢ 241.8¢ 262.4¢ 286.6°
2404
219.8¢ 198.1f 24387 258.4f 280.0f
233.6¢
192.4 238.1°
exp. 229 243

“@Experimental values are from References 137, 139, 142, 152, unless stated otherwise.
bFirst-order perturbation theory all-electron calculation; from Reference 104.
€At LSDA, with nonrelativistic ECPs for inner-shell electrons, except for M = C; from
Reference 153.

Relativistic DFT all-electron calculation; from Reference 46.
¢ At HF/ECP; from Reference 152.
f At LSDA, with quasi-relativistic ECPs for inner-shell electrons; from Reference 153.
8See references cited in Reference 153.
hat CCSD(T)/VQZ+1, all-electron calculation; from Reference 154.
! At HF/ECP; from Reference 44.
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FIGURE 7. (a) Relativistic effects on the M—X bond distances (in pm) of group 14 tetrahalides;
AR = R(relativistic) — R(nonrelativistic). (b) Mean bond dissociation energies (Do/4, in kcal mol~!)
for group 14 tetrahalides (Tg), calculated according to equation 8, with a quasi-relativistic (QR)
effective core potential and using the B3LYP exchange-correlation energy functional. Adapted from
Reference 153

the addition of relativistic effects induces bond elongation, being the largest in the tin
halides'33.

The total bond dissociation energies [Dg = AE(equation 8)] and the mean bond ener-
gies (Do/4), for all halides, follow the trend: C << Si > Ge > Sn > Pb (Table 11 and
Figure 7b)!33:155 The LSDA functional overestimates the experimental mean dissoci-
ation energy while BLYP and B3LYP give results which are close to the experimental
values!'?3. However, the stepwise dissociation energies of MX,, - MX,,_1 + X (n =4 to
1, for M = C and Si) vary in a zig-zag fashion according to n, i.e. MX3—X > MX>—X <
MX—-X > M—X, similar to the behavior of the MH,, series (Section V.A.2). The experi-
mental individual BDEs for CX,,, X = F and CI, respectively, are CX3—X (129.6, 70.9) >
CX>—X (87.9,67.0) < CX—X (123.5,92.0) > C—X (129.1, 80.3) kcalmol™'; and for
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TABLE 11. Calculated mean M—X bond dissociation energies®
(kcal mol~!) in MX4? (experimental values are given in parentheses®)

X

M F Cl Br I

C 111.9 (116.0) 67.1 (78.4) 53.2 (61.3) 37.0 (51.0)
Si 128.8 (135.1) 83.4 (91.1) 68.7 (74.1) 49.1 (55.9)
Ge 98.1 (108.2) 69.3 (83.5) 58.2 (66.1) 42.2 (50.7)
Sn 89.8 (99.0) 65.8 (77.3) 56.3 (65.3) 41.5 (49.0)
Pb 67.3 (79.2) 49.5 (58.1) 41.8 (48.1) 29.8 (34.0)

4Dy/4 [Dy = AE(equation 8)].

b At B3LYP, including ZPE and atomic spin—orbit corrections; from Refer-
ence 153.

“From Reference 155.

SiX,, X=F, Cl, Br, I, respectively, they are SiX3—X (145.6,94.1,77.8, 60.3) >
SiXp—X (137.9, 82.0, 62.4,39.2) < SiX—X (154.7,116.7,95.4,78.4) > Si—X (131.8,
89.6, 78.5, 58.5) kcalmol~ 1150, The smallest BDEs are found for the dissociation of
MXs3 to MX, + X, reflecting the high stability of MXj;. Unfortunately, experimental infor-
mation for the heavier congeners is unavailable. Escalante and coworkers have shown
that, although inclusion of atomic spin—orbit corrections do not change the trends in
BDEs, this inclusion is essential for achieving better agreement between the calculated
and experimental dissociation energies'>3.

MX4(g) — M(g) + 4X(g) ®)

2. (CH3 )nMX4—n

Large deviations from idealized tetrahedral geometries were found in unsymmetri-
cally substituted tetravalent tin and lead compounds of the type R,MX4_, (R=H,
CHj3, SiH3; X = E, CI)* 157, For example, the F—Pb—F angle in (CH3),PbF, is 101.4°,
while the C—Pb—C angle is 134.8°. The bond angle distortions are even larger when
the substituents differ more in electronegativity, i.e. in (SiH3),PbF, the F—Pb—F angle
is 101.0°, and the Si—Pb—Si angle is very large, 141.3°. Similarly, the PbC3 moiety in
(CH3)3PbF approaches planarity. Similar structures were calculated for (CH3)2SnCl, and
(CH3)3SnCl, although their deviation from a tetrahedral structure is slightly smaller*. In
contrast, the methylated mixed hydrides, H,Pb(CH3)4—,, do not deviate significantly
from tetrahedral geometry. This is consistent with the rather similar electronegativi-
ties of H and CH3*. The significant distortions in the geometry of R,MX4_, were
attributed to electronic effects**. The computed structures of monomeric RyMX, and
R3MX compounds (X = F, Cl) exhibit the structural features found experimentally for
oligo- and polymeric tin and lead compounds which have substituents with different
electronegativities** 198160 1t was also noticed that the Pb—R and Pb—X bonds in the
R, PbX4_, series are shorter when more electronegative groups X are present**, despite
the destabilization of the Pb!Y compounds upon successive substituion by halogens. This
was attributed to the depletion of the high-lying p orbitals and the larger contribution of
the 6s orbitals to the bonding44 (see below).

The geometries of all (CH3),MCly_, (M =C to Pb)!>2 were optimized using all-
electron 3-21G(d), 6-31G(d) and ECP basis sets in order to evaluate the performance
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of ECPs vs. all-electron calculations. The major conclusion was that the Hay and Wadt
effective core potentials give geometries that are comparable and even superior to those
calculated with all-electron basis sets with similar valence shell descriptions. The paper
reports the geometries of these compounds, but the changes in the geometries caused
by changing M or by successive substitution of methyl groups by Cl atoms was not
discussed!2. Inspection of the reported results reveal that for all metals the M—C and
M—CI bonds become shorter as the number of Cl atoms increases, in agreement with
the results discussed above for M = Sn and Pb*. The CIMC bond angle in (CH3)3MCI
decreases as M becomes heavier, i.e. it is 107.3°, 107.2°, 106.0°, 105.2° and 103.7°
for M = C, Si, Ge, Sn and Pb!2, respectively, pointing to increased deviation from a
tetrahedral structure on going from M = C to M = Pb.

The effect of electronegative substituents on the stability of (CH3), MCls_, compounds
was evaluated by the isodesmic equation 9**132. The results, presented in Table 12,
show that molecules with mixed methyl and halogen ligands are more stable than the
corresponding molecules where these are in different molecules, e.g. four molecules of
(CH3)3MCI are more stable than 3(CH3)4M + MCly, for every M (equation 9, n = 4),
and the relative stability of (CH3)3MCI increases in the order: Si < Ge < Sn < C < Pb.
The carbon molecules are the exception to the common trend which shows that reaction
9 is more exothermic as M becomes heavier!52. In addition, reaction 9 becomes more
exothermic for larger n*152 (Table 12).

(n — DMRy 4+ Ry_,MX,, —> nRsMX n =4-2 ©)

3. Relative stabilities of M"Y and M" compounds

A question of interest is the stability of tetravalent MRy compounds relative to the
corresponding divalent MR, compound and Rj;. This question was studied for the entire
series of MF4 and MCly by Schwerdtfeger and coworkers*?. They found that the stability
of MX4 relative to MX», + X5 decreases in the already familiar ‘zig-zag’ fashion, i.e. for
MF;, the reaction energies are 178.1 (CFy), 244.4 (SiF4), 160.0 (GeF4), 163.5 (SnFy),
95.9 (PbF4) and —6.7 [(‘eka-lead’ 114)F4] kcal mol ! 48P,

Another interesting question is the effect of the substituent R on these dissociation
reactions. For carbon compounds it is well known that CR4, R = alkyl or halogen, are
significantly more stable than the corresponding CR; + Rj. Of the other group 14 MRy

TABLE 12. Relative stabilities of (CH3),MX4_,¢

Equation AE (kcalmol™1)
3(CH3)4C + CCl; — 4(CH3)3CCl —46.5"
3(CH3)4Si + SiCly — 4(CH3)3SiCl —28.1¢
3(CH3)4Ge + GeCl; — 4(CH3)3GeCl —34.4¢
3(CH;)4Sn + SnCly — 4(CH;)3SnCl —43.4¢
3(CH3)4Pb + PbCly — 4(CHj3)3PbCl —54.1¢
3(CH3)4Pb + PbF; — 4(CH3)3PbF —60.9¢
(CH3)4Pb + (CH3),PbF, — 2(CHj3)3PbF —5.54
2(CH3)4Pb + CH3PbF3; — 3(CHj3)3PbF —24.54

@ According to equation 9.

bt HF/6-31G(d); from Reference 152.

¢ At HF/ECP; from Reference 152.

d At MP4SDQ with quasi-relativistic ECP for Pb; from Reference 44.
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compounds, this question was studied in detail mostly for M = Pb (the stability of MH4
relative to MH; and H, was discussed in Section V.A.3). The experimental facts which
these studies tried to explain were: Why is PbEty a relatively stable compound and
PbEt; is unknown**157 while PbCly decomposes even at room temperature and PbCl,
is perfectly stable** 1579 Are thermodynamic or kinetic reasons responsible for these
apparently contradictory observations?

Schwerdtfeger and coworkers addressed this question and suggested that PbR4, R =
alkyl compounds, although being thermodynamically unstable, are kinetically stable due
to a barrier for their decomposition to PbRy and R,. They suggested that the barrier is
caused by steric problems in the transition state and by distortions in the organic groups
R necessary to form R,!%7. Such factors are not present in PbCly and the dissociation
into MCl, and Cl, is therefore more facile.

Kaupp and Schleyer evaluated the relative stabilities of various PbR, X4, (n = 0-4)
and PbR,,X,_,, (m = 0-2) where R = H, CH3; X = F, Cl, from the heats of reactions
10 and 11, using nonrelativistic and quasi-relativistic pseudopotentials**. Note, however,
that decomposition reactions such as equation 10 are not ideal measures of the ‘stability’
of the M"Y vs. M oxidation states. For example, the o-bond energy of F5 is quite small®,
and therefore a 1,1-elimination of F, from TIF3, PbFs and BiF5 is unfavorable. Group

exchange reactions such as equation 11 provide a better assessment of stability** 157,
PbR,X4_, —— PbR,;Xo_,, +X5(n = 0-2) (10)
PbR,, X4_, + PbX,;;Ro_,; —— PbR,,_1X4—n)+1 + PbX,u—1Ro—m)+1
n=0-4m=1,2 11)

R=H CHy;;X=F, Cl

The isodesmic group exchange reaction (equation 11) and the elimination reactions
(equation 10) reveal strong destabilizations of Pb!Y compounds upon successive substi-
tution by electronegative substituents (Table 13). For example, the dissociation of PbH3F
to PbH, and HF is exothermic by only 1.6 kcal mol~!, while the loss of HF from PbHF3
is exothermic by 51 kcalmol~!. The exchange of methyl groups by hydrogen atoms has
no significant effect**.

The Pb—X and Pb—R bonds in tetravalent lead compounds are both weakened by
successive substitution with X = F and Cl (although the M—R and M—X bonds are both
shortened, see above). Consequently, the Pb—X bonds in PbXy are weaker than those in
PbX5, in contrast to the Pb—R bonds in PbR4 which are stronger than those in PbRj.
This is in agreement with findings that the average Pb—F BDE in PbF, is only ca 80%
of that in PbF, while the average Pb—H BDE in PbHy4 is larger than in PbH,53.

Kaupp and Schleyer explained these observations** in terms of ‘hybridization defects’®
in Pb!Y species. The relative p-orbital contributions to covalent bonding in compounds
of heavier main-group elements are generally smaller than expected from symmetry con-
siderations and the resulting tetrahedral hybrids have smaller p/s ratios (Section III.C).
Furthermore, with increasing number of electronegative substituents the positive charge
at the lead atom increases, depleting the 6p orbitals much more than the 6s orbitals**46.
The remaining 6s-electron density is strongly attracted by the nuclear charge, and is con-
tracted more strongly than the p electrons, causing an even larger difference in the radial
extension of the 6s and 6p electrons, which makes the hybridizations even less effec-
tive. The calculated hybridizations of several lead halogenides are given in Table 14. The
calculated hybridization in PbHy is sp!-30 while in PbF;, it is sp®®l. As depletion of
the 6s orbital is unfavorable, the bonds to the less electronegative ligands adopt higher
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TABLE 13. Relative stabilities of substituted Pb!"Y and PbY com-
pounds calculated using equations 10 and 11¢

Equation AE (kcalmol 1)
equation 10

PbH,F, — PbH, + F» 134.7
PbF4 — PbF; + F, 67.0
PbH,Cl; — PbH» + Clp 74.7
PbCly — PbCl, + Clp 253
PbH3F — PbH; + HF —1.6
PbH,F, — PbHF + HF —20.2
PbHF3; — PbF, + HF —51.4
(CH3),PbF, — (CH3),Pb + F, 144.0
CH3PbF; — CH3PbF + F, 114.0
(CH3)4Pb — (CHj3),Pb + H3CCH3 —-17.9
(CHj3)3PbF — CH3PbF + H3CCH3 —-27.7
(CHj3),PbF, — PbF, + H3CCHj3 —44.1
equation 11

(CHj3),PbF;, + PbF, — PbF4 + (CH;3),Pb 71.3
(CHj3)3PbF + PbF, — (CHj3),PbF, 4+ CH3PbF 46.3
(CHj3)4Pb + PbF, — (CHj3)2PbF, + (CHj3)2Pb 26.4
(CHj3)4Pb + PbF, — (CHj3)3PbF + CH3PbF 10.3

4 At MP4SDQ with a quasi-relativistic pseudopotential for Pb; from Reference 44.

TABLE 14. Hybridization and atomic charges of lead halogenides and hydrides®

Orbital population Pb orbital hybridization, sp” ®
Charge at Pb Pb(6s) Pb(6p) Pb—H Pb—X

PbH4 0.88 1.11 2.01 1.80

PbH3F 1.52 1.06 1.41 1.24 2.54
PbH,F> 2.04 0.98 0.98 0.80 1.90
PbHF; 2.48 0.79 0.72 0.55 1.29
PbF4 2.88 0.54 0.57 0.92
PbH;3Cl 1.25 1.12 1.63 1.31 2.60
PbH,Cl, 1.53 1.11 1.36 0.93 1.91
PbHCl3 1.74 1.06 1.20 0.67 1.33
PbCly 1.92 0.99 1.09 0.91

“The SCF wave function was analyzed using the NBO procedure, ECP was used for Pb and a DZP type
basis set was used for the other elements; from Reference 44.
b Only n is given.

s character, while those to the more electronegative ligands reveal higher 6p contributions
(Table 14)**. Thus, lead (and tin) compounds obey Bent’s rule!®!, which states that ‘more
electronegative substituents “prefer” hybrid orbitals having less s-character, and more elec-
tropositive substituents “prefer” hybrid orbitals having more s-character’. The very large
‘hybridization defects’® in Pb!Y compounds reduce efficient directional bonding, resulting
in geometry distortions and leading to weakening of the covalent bonds when electroneg-
ative ligands are present**. Thus, the preference of inorganic lead compounds to occur as
Pb! species (e.g. PbCly) is due to the ‘hybridization defects’ in Pb!Y species.

In general, relativistic effects have been found to destabilize bonds to lead, and the
effect is larger in compounds which have larger 6s contributions to the bonds. Therefore,
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relativistic factors affect significantly the stability of PbX4 compounds (e.g. PbF4) while
divalent compounds show almost no change**, shifting the stability balance in favor of
the divalent lead compounds.

The destabilization of tetravalent lead compounds by multiple substitution with elec-
tronegative ligands stands in sharp contrast to the opposite behavior of analogous carbon
and silicon compounds, where the stabilization of the multiply-substituted tetravalent com-
pounds was explained by a dominant stabilizing n(F) — ¢*(M—F or M—H), negative
hyperconjugation’t:162. However, for fluoroplumbanes, geminal o(Pb—H) — ¢*(Pb—F
or Pb—H) hyperconjugation is more important and, as a result, geminal fluoro substitution
destabilizes lead!V fluorohydrides**.

A comprehensive study which considers the kinetic stability (i.e. the barriers to disso-

ciation to lead!! and Xj) of various lead™ compounds is not yet available and is highly
desirable.

4. Oxides and sulfides

In an early study, a model series of group 14 oxides and sulfides M(OH)4, M(SH)4,
(MH3),0 and (MH3)2S (M = C to Sn) was computed in order to understand the geomet-
ric variations in silicates and germanate5163. Although performed only at the HF/3-21G(d)
level of theory, the calculations reproduced quite well the crystal structures. It was con-
cluded that the forces governing the variations in the bond lengths and angles in the
isolated small model molecules resemble those in a wide class of chemically similar
oxide crystals!03,

5. MLiy
CLig has a tetrahedral ground state. In contrast, SiLis, GeLis and SnLigy have a Cyy
ground state structure (7)'%*. The C»,—T4 energy differences (at RHF, in parentheses at
MP2) are 3.5 (7.0) (SiLi4), 4.8 (7.0) (GeLis) and 4.7 (SnLi4) kcal mol~'. Figure 8 shows
the calculated geometries of 7, M = Si, Ge and Sn.
Liax
_ - ~Ligg
t Lieg
Liax
7

M

The MLis compounds are highly ionic; in Tg CLiy4, each Li carries a positive charge
of 4+0.78 and in C,, SilLi4, the charges are +0.74 and +0.44 at each of the axial and
equatorial lithium atoms, respectively. The acute bond angles: Lizx—Si—Lieq (83.5°),
LiegSiLieq (84.1°) and LiyxSiLigx (162.3°) and the relatively short Liax —Lieg, Lieqg—Lieq
distances (319.8 pm and 324.6 pm, respectively), suggest the presence of attractive Li—Li
interactions. An NBO analysis found that the bonding in C», SiLi4 is best described as
composed of two o(Si—Lieq) bonds, one LiaxSiLiax 2-electron—3-center (2e-3c) bond and
a lone pair on Si (n). The o(Si—Lieq) bonds are polarized toward Si and are composed
from hybrids of 96% p character on Si and 98% s character on Li. The 2e—3c bond has a
nearly pure p character on Si and a pure s character on both lithiums, and the ng; is essen-
tially a pure Si 3s orbital. Three major factors are responsible for this C»y-bonding pattern:
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FIGURE 8. Optimized geometry of Cp, MLis (M = Si, Ge, Sn, given in this order from top to
bottom), calculated at MP2/6-31G* (M = Si, Ge) and RHF (M = Sn)'®*; bond lengths in pm, bond
angles in deg

(a) The high ionicity of the Si—Li bond, which enhances the lone-pair character on Si.
(b) The tendency of second-row elements to concentrate s character in lone-pair hybrids
and p character in bonding hybrids, thus employing two 3p orbitals in the two Si—Liegq
bonds and the third 3p orbital in the 3-center Liyx —Si—Lisx bond. This picture explains
the nearly 90° LieqSiLieq and LiaxSiLieq bond angles and the nearly linear Liax —Si—Liax
bond. (c) Covalent Li—Li bonding which results from delocalization of electrons from
the o(Si—Lieq) and o(Liax—Si—Liax) bonding orbitals into the 2s and 2p orbitals of the
other lithium atoms. In accord with a significant correlation-induced increase in the Li—Li
bonding character, a decrease of up to 20 pm in the ‘nonbonded’ Li—Li distances was
found for SiLig in the MCSCF, MP2 and CISD optimization levels relative to the RHF
calculations. Similar results, but with longer Li-Li distances (Figure 8), are found for
GeLiy and SnLis!%*. In CLiy, factor (b) is missing, and a tetrahedral structure is preferred
and is the only minimum on the PES. In MHy4, factors (a) and (c) are missing, and the
molecules adopt the regular tetrahedral geometry.

C,y geometries were also calculated (at HF/DZ) for SiNag, GeNag, GeK4, SnNay
and SnK41%3. The total binding energies of MXy (i.e. MX4 — M + 4X) decrease when
either M or X becomes heavier, being [at QCISD(T)/DZP//HF/DZ] 108.6 (SiNay), 104.5
(GeNay), 100.6 (SnNay), 87.8 (GeK4) and 83.7 (SnK4) keal mol =163, A similar trend is
found for MX5 and MXg (see below).

D. Hypercoordinated Systems

In contrast to carbon, silicon and its higher congeners form penta- and hexa-coordinated
compounds. These compounds are of current theoretical and experimental interest due to
their unusual geometries and electronic structures. The most recent developments in the
chemistry of hypervalent silicon chemistry were reviewed by Kost and Kalikhman'.
Structural aspects of hypervalent compounds containing Ge, Sn and Pb were reviewed
previously by Mackay167. Theoretical aspects of penta-coordinated silicon compounds
were reviewed by Apeloig’. The general consensus among theoreticians is that the bonding
in these compounds includes the formation of 3-center—4-electron bonds and that the d
orbitals of the metal do not play a significant valence role; rather the d orbitals serve

as polarization functions®®% compensating for the limitations of the molecular wave
function when it is restricted to only s and p functions centered on the metal nuclei.

1. MHs

No minimum on the PES was located for MHj5 radicals. The trigonal-bipyramidal D3y,
structures'%3, 8a, are transition states for the hydrogen exchange reaction H' + MHy —
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H'MH; + H169-171 (see also Section VII.C.2). The calculated geometries of 8a are given
in Figure 9. A square-pyramidal Cy, isomer, 9a, was located for M = Si'®%® and Ge!'%%,
being by ca 2 kcalmol™! less stable than 8a, but this isomer is not a minimum as
well. The dissociation of MHS to MHy4 and a hydrogen atom is highly exothermic for
M = C (61 kcalmol™!), but the exothermicity decreases to only 36—38 kcalmol™! for
M= Si to Sn (using ROHF with a DZ diffused and polarized type basis set!’® and only
17.4 kcalmol~! for SiH3 using CI'7!). Thus, the barrier for the H-exchange reaction via
8a is high even for the heavier congeners of carbon. Dissociation of MHs to MH3 and
H; is even more exothermic, e.g. 55 kcal mol~! for M = Ge!%®, ESR evidence for the

existence of SiH3 and GeH§ was presented by Nakamura and coworkers, but the authors

point also to different interpretations of the observed ESR spectra!7%173,

2. MXs, X = alkali metals

As M and X become heavier, MXs prefers the square-pyramidal structure 9b over the
trigonal-bipyramidal structure, 8b. Thus, 9b is preferred over 8b, by 0.2, 1.5, 1.5, 8.7, 5.8
and 5.3 kcalmol~! for SiNas, GeNas, SnNas, GeKs, SnKs and PbNas, respective1y165 .
An imaginary degenerate pair of vibrational frequencies was calculated for PbNas. The
total binding energies of SiNas, GeNas, SnNas and SnKs are [at QCISD(T)/DZP] 131.7,
126.0, 119.6 and 100 kcal mol~!, respectively. The incremental energy (i.e. the energy
required to remove one X atom from MXs5) is 23.2 (SiNas), 21.5 (GeNas), 18.9 (SnNay),
and 16.7 (SnK3s) kcal mol~!. Thus, both the total binding energies and incremental binding
energies decrease as both M and X become heavier!63.

149.3 Si _|
154.5 Ge Hax

174.3 Sn
173.0 Pb

160.0 Si
168.1 Ge
H (1854 Sn
190.4 Pb

FIGURE 9. Optimized structures of D3, MHs, M = Si, Ge, Sn and Pb (at QCISD/TZP for M = Si
to Ge and QCISD/RECP for M = Pb); from Reference 168
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3. MXg, MX7; and MXsg, X = alkali metals

The existence of CLig was first predicted by ab initio computations!’* and later detected
experimentally!7>. The stability of this amazing molecule is due to strong ionic interactions
between the positively charged alkali metals and the highly negatively charged carbon
atom and significant Li- - - - - - Li interactions'®. The experimental observation of PbNaé76
prompted theoretical investigations of the complete set of MXg compounds (M = C to
Pb, X =Lito Cs)165’177’178 and the main results are collected in Table 15.

All MXg clusters are stable toward dissociation and adopt the octahedral structure (10).
The dissociation energies according to equation 12, as well as the atomization energies,
decrease steadily as M and X become heavier, i.e. CXg > SiXg & GeXg > SnXg &~ PbXg
(Table 15), and MLig > MNag > MKg. All MXg clusters are more stable than an M atom
and three X, molecules (Table 15)165’177. The incremental bond dissociation energies of
MXGg, i.e. to MX5 + X are [at QCISD(T)/DZP] 32.0 (SiNag), 31.6 (GeNag), 25.6 (SnNag),
27.7 (SnKg) and 24.9 (PbNag) kcal mol~!, being higher than for the corresponding MXs
clusters'%. The average binding energies per cluster atom for MX¢ and MXy systems are
similar!®®. Hence, according to the calculations the complete set of MXg clusters should

be accessible experimentallymi 177,

X

X | X
M

x| Yx
X
(10)

MXg —— M + 3X; (12)

Although the electronegativities of all alkali metals are similar, the negative charge at
M decreases significantly from X = Li to X = K. On the other hand, the variation of the
charges at M for a given alkali metal is relatively small (Table 15). Therefore, the size of
the partially positively charged alkali metal determines the electron density distribution;
the small Li can stabilize a much larger negative charge at the central atoms than Na or K
ligands. The trend in the Wiberg M—X bond indices (WBIs) is: Li < Na < K, indicating
the reduced ionic contribution as the alkali metal becomes heavier'’”. Ligand—ligand
bonding is found in all MXg clusters, with WBIs of ca 0.11.

The large lead atom might also be hepta- or octa-coordinated, but computations indicate
that PbNay; and PbNag clusters are only weakly bound, with dissociation energies to
MX,,_1 + X of only 7.9 and 6.7 kcal mol~!, respectively (26.3 kcal mol~! in PbNag)!0.

E. Cyclic Metallanes: Rings, Polycyclic and Polyhedral Compounds

In this section we will review theoretical studies of 3- and 4-membered rings (3-MRs
and 4-MRs) of silicon and its heavier congeners (systematic theoretical studies that inves-
tigate larger singly bonded rings of the heavier congeners of silicon are not available), of
cage systems which are composed of 3- and 4-MRs and of larger polycyclic systems, e.g.
propellanes with a variety of ring sizes. The general interest of chemists in the nature of
chemical bonds in highly strained organic ring systems'’?, applies also to similar systems
which contain higher homologues of carbon. In recent years, many types of new cyclic,
polycyclic and cage compounds of heavier group 14 elements have been synthesized
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TABLE 15. Calculated properties of octahedral group 14 MX¢ (X = alkali metal) clusters

X Parameter C Si Ge Sn Pb
Li¢ dM—X) (pm) 198.9 240.6 242.4 261.1 263.2
Diss.? 217.9 156.2 153.8 125.1 123.8

Charge® —3.25 —3.44 —3.46 —-3.27 —-3.27

Bond order? 0.22 0.18 0.17 0.23 0.22
Na“ dM—X) (pm) 240.9 277.7 279.6 296.6 298.9
Diss.? 132.9 109.0 108.9 91.1 91.5

Charge® —2.30 —293 —3.00 —2.63 —2.63

Bond order? 0.41 0.30 0.28 0.36 0.36
K¢ dM—X) (pm) 290.9 326.2 327.9 343.5 346.0
Diss.? 98.0 99.5 99.7 90.1 89.7

Charge® —1.89 —2.57 —2.67 —2.31 —2.32

Bond order? 0.46 0.37 0.35 0.41 0.41
Rb* dM—X) (pm) 329.3/348.71 366.0 371.5 385.3 388.1
Cs*¢ dM—X) (pm) — 390.5 396.4 410.7 414.3

4At B3LYP/ECP; from Reference 177.

bDissociation energy (kcal mol 1), according to equation 12. It was suggested that the cited energies should
be reduced by 1.6, 4.8 and 22.4 kcalmol~! for Ge, Sn and Pb, respectively, due to contributions from atomic
spin—orbit coupling“. When these contributions are included, the PbXg clusters are computed to be the least
stable in the whole set.

“Natural atomic charge at M (from NBO analysis).

dWiberg’s bond index for M—X.

¢ At HF/ECP; from Reference 165.

! CRbg distorts to a structure with Dgp, symmetry.

and in many cases their detailed geometries were determined by X-ray analysiszugo.

However, many of their most interesting properties, such as their strain energies, relative
energies, quantitative substituent effects and the nature of their chemical bonds, are still
available only from high level computational studies. These are discussed below.

1. Saturated ring compounds

a. c-M3Hg and c-M 4H3g. i. Structures. The only systematic study of the geometry of
both ¢-M3Hg and c-My4Hg for M = Si to Sn was presented by Rubio and Illas!8!, They
used double-zeta (DZ) and double-zeta + polarization (DZ+d) basis sets, with a nonem-
pirical pseudopotential for the core electrons of Si and Ge and a relativistic pseudopotential
for the core of Sn. Electron correlation was not included. For c¢-SizHg and c-SigHg, it
was shown earlier that polarization functions must be included in the basis-set, since with
nonpolarized dz basis sets the calculated Si—Si bonds are too long!82.

The cyclic M3Hg having D3y symmetry, 11, are minima on the PES for M = C, Si,
Ge and Sn181’183, while for M = Pb this structure is a transition state leading to a C3p
skewed-type structure, 12, which is 10 kcal mol~! more stable than 11, M = Pb>- 184, The
calculated geometry of 12, M = Pb is shown in Figure 10a; 12 can be described as a
donor—acceptor complex of three singlet HyPb: units, as shown in Figure 10b. The donor
is the lone-pair orbital on Pb, and the acceptor is the empty np orbital on Pb. It was com-
mented that such skewed-type structures are also favored in the lighter analogs (c-M3Hg,
M = Si, Ge and Sn) when the hydrogens are replaced by electronegative substituents
such as fluorine atoms, because the singlet states of the divalent species become much
more stable than the triplet states (however, explicit data were not presented)!®* (see
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also Sections VI.B.1. and VI.B.3.b). For M = Sn and Pb, H-bridged structures become
the global minima!83 (Section V.E.l.a.iv).

For ¢-C4Hg and c-SigHg the planar Dy4p structure (13) is not a minimum; rather,
it is a transition state connecting two equivalent D,; puckered structures (14) which
are minima on the PES. The planarization barrier for c-C4Hg is 0.9-2.5 kcal mol~! (at
MP2 and B3LYP, respectively; 1.5 kcal mol~!, experimentallgs) and for c¢-SigHg it is
1.5-1.75 kcalmol ! (at various levels)!82:186, The MMMM torsional angle is 21° for
c—C4Hgg85 and 31.2° for c—Si4Hé82. For c—Ge4Hé81’187 and c—Pb4Hé84 planar structures
were located as minima, while the puckered D»q structures are not minima. For c-PbsHg,
a Cyp-symmetry structure with the hydrogens skewed around the 4-MR (15) was also
located as a minimum on the PES, being by 0.7 kcal mol~! more stable than the planar

Dy, structure'®. As mentioned above, even a stronger tendency for a skewed struc-
ture was found for c-Pb3Hg (12). These skewed structures reflect the low energy of the
‘inert-pair’ of Pb!84. For ¢-Sn4Hg, the planar Dyy, structure is the preferred structure at
HF/ECP!8!. However, at this level of theory, ¢-SigHg was also calculated to be square
planar!8! and therefore this conclusion may change at higher levels of theory.

The experimentally known 4-MRs, all carrying substituents other than hydrogen, exhibit
both planar and puckered configurations. For example, c-(Me,Si)4 and c-[(Me3Si),Sils
are planar'®2 while ¢-[(r-BuCH»),Sils and c-[i-Pr»Si]4 are highly folded with out-of-
plane angles, 6, of 38.8° and 37.1° respectively!38°. c-Ge,4Phg is nearly planar (9 = 3.9°),
while ¢-(-BuClGe)y is strongly puckered (6 = 21°). ¢-(¢-BuySn)4 has a planar Sny ring,
while in ¢-(#-AmySn)4 (--Am = t-Amyl) the Sny ring is puckered by 20°. The degree of
puckering reflects the balance between the M—M distance and the steric requirements of
the substituents'®’. A systematic computational study of the effect of substituents, both
electronic and steric, on the degree of puckering of 4-MRs is desired.

50,0

: H
“Ph
b \ X /HH
Pb—FP >
. 178.0 ;
4 3231 “f
HA Hf

(12) Gy,
(a) (b)

FIGURE 10. Skewed c-PbzHg (12). (a) Optimized geometry at HF/DZ!3* (bond lengths in pm, bond
angles in deg); (b) orbital interaction leading to 12
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The M—M bond lengths in c-M3Hg and c-M4Hg are collected in Table 16189190 Some
experimental values are also presented, although a direct comparison between the calcu-
lated and known experimental bond lengths is hampered by the very bulky substituents
in the synthesized compounds 1:2%11f which certainly affect the geometries.

The bonds in the cyclic compounds are all longer than those of the corresponding
H3;MMH3, reflecting the weakening of the bonds in the rings. The M—M bond lengths
in ¢-M3Hg are generally shorter than in c-M4Hg, despite the fact that the former are
more strained (see below). Nagase explained this trend by the need of the M atoms in the
3-MRs to form bonds as effective as possible in order to compensate (even in part) for the
energy loss caused by the unfavorable hybridization required to maintain a 3-membered
ring skeleton’.

ii. Strain. In an important series of papers on polyhedral compounds of the heavier
group 14 elements Nagase and coworkers 90196 employed homodesmotic equations 13
to evaluate the strain of ring systems (see below).

¢-(MH,),, + nH3MMH;3; — nH;MMH;MHj3; (13)
Their findings (based on MPn//HF calculations), shown in Table 17, are surprising.

While the strain in four-membered rings decreases drastically from C (26.7 kcal mol~!)

TABLE 16. Calculated M—M bond lengths (pm) in ¢-M3Hg (D3p), c-
MyHg (planar, D4n) and HsMMH3

M c-M3Hg (11)¢ c-MyHg (13) H3;MMH?
C 150.2¢ 155.04; 154.5%¢ 153.3
Si 238.17; 233.0¢ 23771 237.68; 237.3" 234.7
Ge 249.57+1 252471 2427
Sn 280.0f 280.87 278.5
Pb 293.47; 323.1% 290.8'; 300.3™ 2812

4See Sections V.E.l.a.iv and V.E.l.c.i for values at other theoretical levels.

b At MP2/ECP; from Reference 45. For values at other theoretical levels see Table 7.
€At CCSD(T)/cc-pVQZ; from Reference 189.

dAt MP2/6-31G(d); from Reference 185.

¢Puckered, Dyq symmetry.

T At HF/DZ+P, (HF/ECP + relativistic core for Sn); from Reference 181.
8HF/DZ+d; from Reference 182.

hPpuckered, D;q symmetry; from Reference 190.

1244.8 pm for c-M3Hg (D3p,) and 246.2 pm for c-MyHg (Dgp), at HF/3-21G(d)'87.
J D3y, symmetry; from Reference 184.

k For 12; from Reference 184.

l Dy, structure; from Reference 184.
™ For 15; from Reference 184.
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TABLE 17. Calculated strain energies?
(kcalmol™") in ¢-M3Hg (11, D3p) and c-
MyHg (13, D4y)

M c-M3Hg c-My4Hg
C 28.7° 26.7°
R = Me¢ 35.5 —

R = SiH3¢ 34.8 —
Si 39.24 16.7%
R = Me*¢ 37.6 —

R = SiH3¢ 28.1 —
Ged 39.4 152
Sn? 36.6 122
Pb? 33.7¢ 10.1¢

@ According to equation 13.

bt HF/6-31G(d); from References 190.

“For ¢-M3Rg, at HF/6-31G(d); from Refer-
ences 191 and 192.

d At HF/DZ+d; from Reference 193.

“The skewed structures of c-M3Hg (12, C3p) and

¢-MyHg (15, C4y) are by 9.8 and 0.7 kcal mol !,
respectively, more stable!84.

to Pb (10.1 kcal mol~!), as might be expected because the bonds get longer, the
three-membered rings of heavier group 14 metals are significantly more strained than
cyclopropane. Thus, while the strain in ¢-C3Meg is 35.5 kcalmol~!, the strain in c-
SizsMeg is 37.6, and even c-Pb3Hg is more strained (33.7 kcal mol~!) than cyclopropane
(28.7 keal mol~1). Furthermore, while the strain of ¢-C3Hg and ¢-C4Hg is almost the
same, i.e. 28.7 and 26.7 kcal molfl, respectively, for Si, Ge, Sn and Pb the calculated
strain in the 3-MRs is significantly greater than in the corresponding 4-MRs (Table 17).
Within the c-M3Hg series the strain behaves ‘normally’, decreasing monotonically from
Si to Pb!°! (Table 17).

A critical examination of the data in Table 17 shows that among all 3-MRs of group
14 elements the behavior of cyclopropane is unusual. Furthermore, cyclopropane is less
strained than expected from the strain energy progression involving six-, five- and four-
membered carbon rings; i.e. for M = C the strain energy follows the order: 3-MR ~
4-MR > 5-MR > 6-MR. In contrast, the three-membered metaliranes (11, M = Si to Pb)
fit well into the regular strain energy progression as a function of the ring size, i.e.
the ring strain increases with decreasing ring size!>190. This exceptional behavior of
cyclopropane has been the subject of many theoretical studies!82197=201 ' which attributed
this behavior to o-electron delocalization (o-aromaticity)!®7 ~1%% to angle deformation and
torsional strain (i.e. M—H bond eclipsing)'82:29! and to hybridization considerations20!.
Another explanation for the reduced strain in cyclopropane relative to trisilacyclopropane
uses the concept of bent bonds?’2. According to ‘Atoms in Molecules’ calculations, the
angle between the pathways of maximum electron density (MED) in cyclopropane is
78.8°52:198, 199, considerably larger than the 60° angle between the internuclear axes, thus,
decreasing the angular strain. The bending of the MED path in ¢-SizHg was calculated
to be 81.7°, larger than in ¢-C3Hg, and the MED of the Si—Si bonds resides at a larger
distance from the internuclear axes than required by optimal bent bonds, thus reducing
their stability>2. While the C—C bonds of cyclopropane are formed by orbitals with ca sp>
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hybridizati0n203, allowing the formation of flexible bent bond orbitals, orbitals with such
high p character are not possible in three-membered rings of the heavier group 14 metals
for which rehybridization is much less favorable energetically. As a result, bending of the
MED path for the heavier M—M bond becomes larger than for carbon and the path deviates
strongly from optimal bending. Consequently, the M—M bonds of the heavier metaliranes
are weaker and considerably more strained than the analogous C—C bonds (Table 17)32.
In four-membered rings, the larger bond angle reduces significantly the hybridization
problem. The M atoms maintain the regular ns2n p* electronic configuration which favors
90° bond angles and thus provide low-strain 4-membered rings'®> (Table 17).

The strain in mixed 3-MRs which are composed of combinations of C, Si and Ge,
e.g. ¢-SiCyHg, c-GeCyHg, c-GeSipHg etc., is almost constant, ca 37—-42 kcal mol~!. The
most strained ring is c-CGeyHg (39.2 kcal mol~!, CCSD/DZ+d//DZ+d)*%4.

The effects of substituents on the ring strain is expected to be similar to their effects on
the stability of double bonds (see Sections VI.B.1 and VI.B.2): electropositive substituents
(e.g. SiH3) reduce the ring strain'®192 because they decrease the MR, singlet—triplet
energy gap and thus the ability to form o-bonds with high p character increases. Indeed, the
calculated strain of ¢-SizRg is 37.6 kcalmol~! for R = Me and only 28.1 kcal mol~! for
R = SiHj3 (Table 17). As SiH3 increases the strain in cyclopropane to 34.8 kcal mol 1, ¢-
Si3(SiH3)¢ becomes less strained than c-C3(SiH3)e, making the former a suitable building
block in forming polycyclic compounds (see below)!°!:192. On the other hand, electroneg-
ative substituents which increase the singlet—triplet energy gap are expected to increase the
ring strain'3%2052; ¢ o the ring strain of hexafluorocyclopropane is 75—80 kcal mol~!295,
A systematic study of the electronic and steric effect of substituents on the strain of
c-M3Rg is unavailable and is a worthwhile project for future theoretical studies.

iii. Stability towards cleavage. c-MH;M'H,M"H, (M, M/, M” are group 14 elements)
serve as precursors in the photolytic and in some cases thermolytic synthesis of
H,M=M'H, and of carbene-like species, M’Ry (equation 14)!0-11/.13.14.206 = 5pq
knowledge of their stability towards fragmentation is therefore of practical importance.

H H

/ \ ——> H,M=—M'H, + H,M” (14)

The dissociation of c-M3Hg (equation 14, M=M’'=M") is calculated (at CCSD/DZ~+d//
HF/DZ+d) to be highly endothermic for M = C and the endothermicity decreases in
the order 98.6 (M = C) > 62.3 (M = Si) > 47.1 (M = Ge) kcalmol~12%¢. Data are not
available for M = Sn and Pb. Among the 10 possible c-MH,M'H,M"H, (M, M/, M” = C,
Si, Ge) the highest fragmentation energy is calculated for the reaction: ¢-CSioHg —
CH, + SisHa (120.3 keal mol™!). However, c-CSioHg has also a less demanding frag-
mentation route, i.e. ¢c-CSipHg — SiH; 4+ HoC=SiH,, requiring only 64.7 kcal mol L.
The least stable member among these 3-MRs is the germirane c-GeC,Hg, whose fragmen-
tation to CyHy 4 GeHj requires only 18.3 kcal mol~!. This low fragmentation energy may
be one of the reasons for the many failures to synthesize germiranes”**. Electronegative
substituents reduce this fragmentation energy further (see below), and the fragmentation
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of ¢-F»GeCyHy to GeF, + HpC=CHj is actually exothermic by 27 kcal mol~! with an

energy barrier of only 16.1 kcalmol™! [at MP4/6-31G(d,p) with RECP for Ge]2%7. The
first germiranes (16 and 17) were synthesized only recently and they are stabilized by

substituents on the carbons which destabilize the olefinic fragmentation productzoga, i.e.
16 when fragmented will produce the relatively high energy Me,C=C=CMe,. The sta-
bility of 17 was attributed to the electron-poor maleimide group and the weakened C—C
7-bond in free N-methylmaleimide*®2, The first germirane with hydrogens on the ring
carbon atoms, 18, was detected recently by 'H NMR in the reaction mixture of GeR,
[R = (Me;Si),CH] with ethylene208b, but it was not yet isolated.

R R R
\\ , - Ge (0] R\ R
/Ge é,
\ (]
//C o C\\ " H c/ \CH
Me,C CMe, o) 2 2
(16) R = CH(SiMe3), (17) R = CH(SiMe3), (18) R = CH(SiMe3),

c-H>SnCoHy is predicted to be unstable, as according to the calculations it fragments
to SnH, and ethylene by a slightly exothermic reaction of 2.8 kcalmol™! with a very
small activation barrier of only 1.1 kcal mol~!2%7.

Beside a direct calculation, the dissociation enthalpy of equation 14 can be predicted
(quite reliably) from the contributions of the single bond dissociation energies (D), strain
enthalpy of the ring, w-bond enthalpy (D) and the divalent stabilization energy (DSSE),
according to equation 15%%*, Equation 15 provides a tool to analyze the various factors
that affect the fragmentation of the 3-MRs. Thus, substituent effects on equation 14 can
be estimated from the known substituent effects on the above-mentioned components.
For example, F increases the DSSE and therefore reduces considerably the stability of a
fluorine-substituted three-membered ring (e.g. the energy of equation 14 is reduced from
ca 40 kealmol ™! for ¢-H,SiCyHy to ca 15 kealmol ™! for ¢-F,SiCoH4297), while SiH3
groups are expected to have the opposite effect. From known energy values (e.g. o bond
strength, DSSE)?®, it can be predicted that any cycloplumbirane, PbCsRg, is expected to
be unstable thermodynamically with respect to dissociation into PbR, and CyR4.

AH (equation 14) = D(H3M—M"Hj3) 4+ D(H;M’'—M"H3) + strain enthalpy
— D(HyM=M'H,) — DSSE(H,M") (15)

The reverse reactions of equation 14, i.e. the addition of metallylenes MR, to doubly-
bonded species, is discussed in detail in Section VII.A.3.b.iv.

iv. Other structures of 3-MRs. The classical cyclic M3Hg structures with D3 symmetry
are minima for all group 14 elements, with the exception of lead which adopts the skewed
structure, 12 3184 For silicon and tin, two additional minima, 19 and 20, were located (at
the MP2/6-31G* and MP2/LANLIDZ levels of theory)!83. In 19, 3 of the 6 hydrogens
are bridging (Figure 11a) and, in 20, all the 6 hydrogens are bridging (Figure 11b). For
Ge and Pb the singly H-bridged structure, 19, is a minimum while the doubly H-bridged
structure, 20, is not a stationary structure. In all cases, the singly H-bridged conformer is
somewhat lower in energy than the doubly H-bridged structure. The calculated relative
energies of the classical D3y structure, 11, and the bridged structures 19 and 20 for all
group 14 M3Hg molecules are collected in Table 18.
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FIGURE 11. H-bridged structures of ¢-M3Hg: (a) monobridged, C3, (19) and (b) dibridged, D3y
(20)

For cyclopropane only the classical D3}, structure (11) is a minimum. For c-SizHg the
classical D3y, structure is also strongly preferred (i.e. by 84—92 kcal mol~!) but it becomes
less stable as one proceeds down group 14. Sn3Hg and Pb3Hg prefer the H-bridged isomers
19, which are the global minima and are favored by 1.7 and 45.4 kcal mol~!, respectively,
over the cyclopropane-like isomers!33. Similar behavior was found also for the heavier
congeners of the cyclopropenyl cation, c-M3H3™ (M = Ge to Pb), which prefers an H-
bridged global minima of C3, symmetry?2 although the classical cyclopropenyl-type
structure is strongly stabilized by aromaticity (see Section VL.F.2).

The chemical bonding in 19 and 20 is best understood by using an isolobal analogy
to boron chemistry. Thus, the electronic configuration of MH; with a o lone pair and an
empty p orbital is isolobal to that of a trivalent BH3 unit, where one of the B—H bonds is
equated to the lone pair at M (Scheme 1)20%°. The well-known ‘diagonal relationship’ in
the Periodic Table3 also supports this relationship. Following the isolobal analogies in
Scheme 1, novel compounds can be proposed. For example, the C3, structure of c-M3Hg
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TABLE 18. Relative energies (AE, kcal mol~!) and geometries (pm, deg)
of three-membered rings and their nonclassical H-bridged isomers®

M Classical Singly bridged Dibridged
Dsp (11) C3y (19) Dsp (20)
C AE 0.0 197.0 297.0
dM—-M)* 150.4 161.9 d
d(M—H(b))¢ — 126.6 d
Si AE 0.0 84.0 922
dM—M)* 233.2 308.0 d
d(M—H(b))¢ — 166.1 d
Ge AE 0.0 36.0 76.1
dM—M)* 249.6 341.7 d
dM—H(b))* — 177.7 d
Sn AE 0.0 —1.7 22.3
dM—-M)* 286.0 378.3 d
d(M—H(b))* — 194.9 d
Pb AE 0.0/ —45.4 -253
dM—-M)* 295.4 388.9 d
dM—H(b))* — 200.7 d

4 At MP2/ECP; from Reference 183.
bNot a minimum.
¢d(M—M) values at other computational levels are given in Table 16. See for comparison
the M—M bond lengths in H3MMH3, given in Tables 7 and 16.

4Not available.
¢The bond distance from M to the bridging hydrogen [H(b)].

fNot a minimum. 12 is by 10.6 kcal mol~! lower in energy than the D3y, structure'°”.

(19) was found by applying the isolobal analogy between BH3 and MH»

184

209 Extensions

of this analogy allow one to predict from the structures of boranes new and unexpected
structures for group 14 compounds.

BH;

BH,

BH

SCHEME 1

4 4

:MH,

b. Metalloles. Metalloles (21) and especially siloles (21, M = Si) have received much
attention as new building units for the preparation of w-conjugated polymers with very
small band gaps that potentially can exhibit conductivity and semiconductivity, as well
as thermochromism and nonlinear optical properties?!%2!!, Germoles (21, M = Ge) and
stannoles (21, M = Sn) have received so far much less attention as building blocks in
m-conjugated polymers. Despite the remarkable recent developments in the synthesis
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of metalloles, there are only few theoretical studies of their properties, most of which
concentrate on siloles?!2.

The structures, magnetic susceptibilities xy and magnetic exaltations A of 21, M = C
to Pb, R=R’=H, were computed by Goldfuss and Schleyer using the B3LYP/6-31+G(d)
level of theory?!3. The structure of the C4Hy4 fragment of 21, R=R’=H remains unchanged
for all group 14 elements; the C—M—C angle decreases gradually from 103.2° for 21, M =
C to 82.6° for 21, M = Pb as the M—C bond distances increase. The magnetic properties
are almost constant for 21 with all group 14 elements2!3. Despite the great importance
of metalloles in optics and electronics, there is no systematic theoretical study which
deals with the characteristic electrochemical and photophysical properties of metalloles
and with the effect of M on these properties. The only available theoretical studies deal
with a specific behavior of particular metalloles, i.e. 21, M = Si, Ge and Sn, R = Ph,
R’ = Me and R = R’ = Ph?!% and 22, M = C to Sn, R = H?!5. These theoretical studies
accompanied the experimental studies of these specific systems and were aimed to explain
the experimental findings.

R R R R
R
R M
4 \
R” R’ Me Me
21) (22)

A notable property of silole is its high electron-accepting ability due to the low-lying
LUMO, which is ascribed to the orbital interaction between the o* orbitals of the two
exocyclic Si—R’ o bonds with the 7* orbital of the butadiene moiety?!%21-216_ The
dependence of the LUMO energy on M has not yet been studied.

In an earlier study, Tamao and coworkers found that silole-containing m-conjugated
compounds show unique photophysical properties, e.g. Amax of the UV-vis absorption
spectra of 2,5-dithienylsilole, 22, is at 416 nm, by about 60 nm longer than for the thio-
phene trimer?'®. This finding increased their interest in the properties of 7-conjugated
systems containing heavier group 14 metalloles, and particularly in the effects of the cen-
tral group 14 elements on their electronic structures. To study these effects, a series of
metalloles 22, M = C, Si, Ge and Sn were synthesized, and their photophysical properties
and electrochemical behavior were studied. The experimental studies were accompanied
by theoretical studies using the B3LYP method. The theoretical calculations have shown
that for the heavier group 14 elements, the energy of the LUMO orbital of 22 is almost
invariant with respect to the identity of M, but there is a significant difference between
the cyclopentadiene derivative, 22, M = C and the silole derivative, 22, M = Si. The
energy of the LUMO orbital is reduced from 1.22 eV for 22, M = C to 0.93, 0.97 and
0.93 eV for 22, M = Si, Ge and Sn, respectively, indicating a similar 0*—7* conjugation
for the last three metals, and thus implying a similar UV-vis absorption spectra. Indeed,
22, M = Si, Ge and Sn have comparable UV-vis spectra, the maxima of which are shifted
by ca 50 nm relative to 22, M = c215,

Experimental studies of 21, R = Ph, R’ = Me show strong dependence of the emis-
sion maxima on the identity of M. Thus, 21, M = Si, emits at longer wavelengths than
21, M = Ge, while 21, M = Sn does not emit at all. On the other hand, the emission
maxima of 21, R = R’ = Ph are invariant to the change in M. It was proposed, based
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on the semiempirical AM1 calculations of the electron density, that the increased elec-
tron density at Sn deactivates the emissive state>!*. The presence of the phenyl group
on 21, M = Sn, R = R’ = Ph serves to stabilize the emissive state and luminescence is
observed?!4.

c¢. Heterocyclic 3- and 4-membered rings. i. 3-MRs, c-(RyM),X. Computational stud-
ies on c-(RpM)»X (23) are available only for M = C, and SiP2.217.218 1yt the models
that were used to explain their peculiar structures can explain also the known exper-
imental structures of 23 with M = Ge and Sn, which exhibit a similar behavior'®22,
When one MH, group of the (HoM)3 ring is replaced by another element or group
X (e.g. CHy, O, NH, S, PH), the bond distance between the remaining two M metals
decreases and the HM—MH, moiety becomes more planarized as the electronegativity
of X increases!%-22:52.217.218 ' o variety of calculated and experimental structures of com-
pounds of type 23 are presented in Table 19. The Si—Si bond lengths in 23, M = Si,
X = CHa, S, O, NH, PH are significantly shorter than a normal Si—Si single bond length,
e.g. for M = Si, X = O, the Si—Si distance is 220 pm, (235 pm, for X = SiHj;, Table 19),
which is actually very close to that of a Si=Si double bond length (214 pm)>'8. Exper-
imental evidence agrees well with the calculated geometries (Table 1919-22,167,217—220)
and also for 23, M = Ge and Sn the experimentally measured M—M bond lengths are
shorter when X is electronegativelg’22(Table 19).

X
/ N\
H,M——MH,
(23)

Two models were used to explain the unusual geometries of these cyclic compounds.
Grev and Schaefer?'® adopted the well known Dewar—Chatt—Duncanson??! model for
transition metal—olefin complexes. According to this model (shown schematically in
Figure 12), the HoM=MH,; double bond acts as a mw donor into an appropriate orbital
on X, and X back-donates electron density from its lone pairs (or filled 7 orbitals) into
the 7* orbital of the M=M unit. According to this model a spectrum of interactions, from
normal three-membered rings to complexes with T-shaped electron density distribution,
are possible, depending on the donor/acceptor ability of X and the M=M bond. In terms
of this model the unusual geometries of 23 for electronegative X groups are a direct
result of decreased back-donation from X into the 7* orbital of the M=M bond. Steric
effects also might be partially responsible for the M—M bond length shortening as most
electronegative groups (e.g. oxygen) are smaller than MH,?!7, and much smaller than the
large MR, groups used experimentally.

Boatz and Gordon explained?!” the unusual geometries of 23, M = Si, using the bent
bond formalism (see Section V.E.l.a). They concluded that the short Si—Si internuclear
distances in 23 are a consequence of severe bond bending, rather than the result of a sig-
nificant 7r character in the Si—Si bond as suggested by Grev and Schaefer?!8. According
to Boatz and Gordon the calculated Si—Si bond paths (MED path) are in the range of
231-238 pm, suggesting that these bonds are still really single bonds. The Si—Si bond
paths also decrease with increase in the electronegativity of X2, As the relative elec-
tronegativity of X increases and back-donation decreases, the M—X bonds will become
more concave (inwardly curved) reaching a w-complex of T-structure (i.e. the two con-
cave M—X bonds coincide, and X acts only as an acceptor)’2. However, although the
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TABLE 19. Calculated® and representative experimental”
(in parentheses) M—M bond lengths (pm) in ¢-(RyM)>X (23)

M X R¢ dM—M)
cd CH, H 149.7 (151.3)
NH H 147.1 (148.0)
0 H 145.3 (147.2)
SiH, e 155.3 (158.6)
PH H 149.2 (150.2)
S H 147.3 (149.2)
Sif SiH, Dmp# 235.0 (240.7)
CH» Dmp" 225.8 (227.2)
NH Mes" 223.8 (223.0)
o) Mes" 220.0 (222.7)
PH 228.2
S Mes" 226.0 (228.9)
Ge GeH, Dep/ 249.5% (259.0)
CH, Dep 237.3! (237.9)
NPh Dep” (237.9)
SiH, Mes" 246.0' (250.8)
S Dep” (238.7)
Sn SnH, Dep” 280.0% (285.5)
NR Mes™ (270.9)

@All reported calculated values are for R = H.

bSubstituted by bulky R substituents as indicated.

‘Dmp = 2, 6-dimethylphenyl; Mes = 2,4,6-trimethylphenyl; Dep =
2,6-diethylphenyl.

dCalculated at HF/6-31G(d); from Reference 217 which includes also
references to the experimental values.

°For c-[(MeHC), Si(2,4,6-triisopropylphenyl), ]; from Reference 219.
I At HF/6-31G(d) from References 52 and 217. Similar values were
obtained at HF/DZ+d?!8.

8For c-(Dmp,Si)3; from Reference 220.

References cited in Reference 19.

‘X = N-TMS.

JFrom Reference 167.

kAt HF/DZ+d; from Reference 181.

At HF/DZ+d; from Reference 204.

MFrom Reference 22.

0
A &y
=" ¢ %

o bonding 7 bonding

FIGURE 12. The Dewar—Chatt—Duncanson orbital model for three-membered XM;Hy rings
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m-complex character increases along the series: X =S > PH > SiH, > CH, > NH > O,
neither of these compounds possesses a concave Si—X bond, and they are therefore
considered to be true 3-membered ringsSz.

Frenking calculated the electron density of azadistanniridine, c-(H,Sn),NH, and
concluded that it can be viewed as a cyclic N-donor—Snjp-acceptor compound
with a concavely bent Sn—Sn bond. This description is different from the
Dewar—Chatt—Duncanson formalism that describes the c-(HpSn);NH as a complex
where HN is the acceptor and HySn=SnH; is the donor (private communication from
Frenking reported in Reference 22). The calculated electron density distribution, shown
in Figure 13a, shows that c-(H,Sn);NH has an inwardly bent concave Sn—Sn bond?2,
contrary to the convex (outwardly curved) Si—Si bond calculated for c-(H» Si),NH>?2 (see
Figure 13b, as an example for the effect of an electronegative substituent on the electron
density distribution).

The strain energies of c-(HSi), X are larger than those of their carbon analogs
similar to the trend found for c-MzHg, M = C vs. M = Si. The strain energy of 23
generally decreases as the electronegativity of X increases (for X within the same
period), except for 23, M = Si, X = CHy, NH and O, where the strain increases as the
electronegativity of X increases’2. The MP2/6-31G* strain energies (in kcalmol™!) of
23, X = CHjy, NH, O, SiH, PH, S are (a) for M = C: 27.3, 23.2, 19.9, 40.9, 20.0, 15.5,
respectively, and (b) for M = Si: 42.6, 44.5, 50.8, 35.6, 28.4, 26.7, respectively?!”. The
most strained compound is ¢-(H2Si1),0. No information is available on the strain energies
of 23, M = Ge, Sn and Pb.

ii. 1,3-Dioxa-2,4-dimetaletanes, c-(MH» )0, The 1,3-dioxa-2,4-dimetaletanes (24, R =
H) might be regarded as complexes of HOM=MH, with two oxygen atomsZ2224,
These complexes can be derived either by (a) an addition of dioxygen to HoM=MH,
(equation 16), or by (b) the head-to-tail dimerization of HyM=0 (equation 17)%%*. Both
reactions are highly exothermic for M = Si to Pb, and the exothermicity increases as

52,217,222

¢-(H,S8i),0

>

Q

() (b)

FIGURE 13. Contour line diagrams of the Laplace charge concentration —V2p(r), showing the
M—M bond curvature for (a) c-(HySn),NH (23, M = Sn, X = NH)?2. Solid lines show higher charge
density; dashed lines show lower charge density. Reproduced by permission of Wiley-VCH from
Reference 22. (b) ¢-(H2Si)>,0 (23, M = Si, X = O); a similar curvature was calculated for 23, M =
Si, X = NH>2. Dashed contour lines are in regions with negative charge concentration [—VZ2p(r) <
0], solid lines are in regions where negative charge is depleted [—VZp(r) > 0]. Reproduced by
permission of Elsevier Science Publishers. Copyright (1988) from Reference 52
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M becomes heavier, reflecting the high stability of these dioxa-cyclic 4-MRs and the
low stability of the precursors. The calculated reaction energies (at B3LYP/RECP with a
DZ+P basis set for the valence electrons) for reaction 16 are —50.6, —193.3, —117.0,
—101.0 and —104.7 (—38.8 including relativistic effects) kcal mol~! for M = C, Si, Ge,
Sn and Pb, respectively. The corresponding energies for reaction 17 are 11.8, —96.9,
—81.7, —95.5 and —104.1 (—75.5 including relativistic effects) kcalmol~!. The highest
exothermicities are found for M = Si, due to the very strong Si—O ¢ bonds2?*. The
high exothermicities of reactions 16 and 17 relatively to the lower reaction energies for
M = C are attributed to the smaller strain in 24 as one goes down group 14 and the
smaller stability of HoM=MH, and HyM=0 relative to H,C=CH; and H,C=022*, The
large relativistic corrections for M = Pb in reactions 16 and 17 are attributed??* to the
unfavorable formation of two Pb!V centers bonded to two electronegative ligands (i.e.
O—Pb—O fragments)**.

RO o R
M "M
R/ \O/ \R
24
H)M=MH; + O, —— 24, R =H (16)
2HoM=0 —> 24,R = H (17)

Grev and Schaefer described compounds 24 as an ‘extended’ Dewar—Chatt—Duncanson
dibridged 7 complex?!8. For M = Si, the geometry of 24, R = H is quite unusual:
the nonbonding Si---Si distance of 241.5 pm (exp. 235-240 pm for 24, with vari-
ous R substituents??>?) is comparable to that of a single Si—Si bond (235.4 pm, at
B3LYP/ECP/DZ+P?24). However, the small 2?Si—27Si coupling constants in the NMR
spectrum of unsymmetrically substituted 1,3-dioxa-2,4-disilactanes indicate that the Si
atoms are not connected by a o bond??%”. The unusually short Si---Si bond and the
small Si---Si NMR coupling constant brought Grev and Schaefer to suggest that the
two silicon atoms are connected by a 7 bond, unsupported by a o bond?'®. In con-
trast, Schleyer and coworkers found according to NBO analysis that there is no covalent
interaction between the Si atoms and that the Wiberg bond index is 0.03, the same as
for 24, M = C?2*. These authors have therefore suggested that the short Si---Si dis-
tance results from the inflexible Si—O bonds and the electrostatic repulsion between the
oxygen atoms. Any increase in the Si---Si bond distance would decrease the O---O
distance and consequently would decrease the undesirable electrostatic repulsion between
the oxygen atoms>>*. As M becomes heavier (and the ring larger), the O - - - O repulsion
becomes smaller and the M—O—M angle increases, enabling M- --M distances (cal-
culated values for R = H) of 255.7 (exp. 261.7 pm, for 24, R = 2,6-diethylphenyl!9),
273.2 [exp. 294 pm, for 24, R = (Me;3Si),CH] and 282.6 pm for M = Ge, Sn and Pb,
respectively, to be somewhat longer than those in H;M—MHj3 (Table 7), but they are still
relatively short. As for 24, M = Si, also for M = Ge to Pb the Wiberg M ---M bond
indices are very small (0.02), indicating that there is no direct M—M bond in the heavier
1 ,3-dioxa—2,4-dimetaletan63224.
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‘Short-bond' isomer 'Long-bond' isomer

FIGURE 14. ‘Bond-stretch’ isomers of [1.1.0]metallabicyclobutanes

2. Polycyclic and polyhedral metallanes

a. Bicyclic compounds.. Polycyclic compounds composed of highly strained three-
membered rings of group 14 elements are found to have ‘bond-stretch’ isomers. The
heavier group 14 analogs of bicyclo[1.1.0]butane (25) with M = Si and Ge have two
distinctly different structures (both of which are minima on the PES) with either a ‘short’
or a ‘long’ central M—M bridge distance!'87-220:227 (see Figure 14 and Table 20). For
M = Sn and Pb only ‘long-bond’ isomers were located at the GVB/ECP level 84227 The
‘bond-stretch’ phenomenon is due to the fact that the heavier group 14 elements prefer
to be part of a 4-membered rather than of a 3-membered ring, due to their reluctance
to form hybrid orbitals?2”. The ‘short” M—M bonds are similar in length to those in the
corresponding 3-membered rings and have interflap angles, 6 (see 25), of ca 120° for
M = Si and Ge. The ‘long-bond’ isomers have significantly longer M—M separations
and larger interflap angles, which increase from 6 = 140.0° for M = Si to 8 = 151.6° for
M = Pb (at GVB/ECP)??7. These ‘bond-stretched’ isomers can be viewed as 4-membered
monocyclic rings with reduced strain and a weak transannular bond, exhibiting some
singlet biradical character. For Si4Hg and Ge4Hg the ‘short-bond’ isomer is less stable than
the ‘long-bond’ isomer by 12.3 [at GVB/6-31G(d)] and 22.3 kcal mol~! [at GVB/ECP
with a DZ(d) basis-set for the valence electrons], respectively.

H H
H\ dc /H \ de /
MZ~_M M—M
dp/ S50\ D AN
H. /2 W\ _H H /H_ /NTH\N g
o T
| |
H H H H H H
(25) Cyy (26) C»,

Ionization of an electron from the M—M bond of the ‘long’ M4Hg isomers leads to the
2A; MyHgt cation radicals which have significantly shorter central M—M bonds than in
the neutral ‘long-bond’ isomer (Table 20), contrary to the tentative expectation that this
bond will be longer in the cation radicals. The extent of M—M bond shortening upon
ionization increases from M = Si to M = Pb (Table 20). lonization from the ‘short-bond’
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TABLE 20. Structures of group 14 analogs of bicyclo[1.1.0]butanes, of their cation radicals
and of metallabicyclo[2.2.0]hexanes (pm, deg)

M MyHg (25)° MyH" (25%) MgHio (26)°
‘short’ ‘long’ ‘long’
C dA 146.7 169.5 155.9¢
dpf 148.8 149.0 154.5¢
6 120.9 133.8 115.0¢
Si dd 2412 294.2 (277.5) 2777 2389
dp’ 231.0 234.2 (232.3) 2349 236.5
0 121.7 140.0 (142.0) 140.7 112.6
Ge d.? 260.3 317.1 (309.3) 301.2 252.7
dpf 2448 248.3 (248.0) 2493 250.6
6 1215 140.8 (142.8) 142.3 113.1
Sn ded g 371.3 (365.9) 352.9 288.3
dp’ 285.7 (286.6) 286.6 286.5
0 144.0 (146.8) 146.2 113.6
Pb d! g 390.1 (393.1) 365.3 293.4" (295.3)!
dp’ 296.8 (300.0) 295.8 291.9" (296.6)!
6 151.6 (156.4) 114.7% (111.3)

4 At HF/6-31G(d) for M = C, at GVB/6-31G(d) for M = Si, and at GVB/ECP with DZ+d for the valence
electrons for M = Ge, Sn and Pb. The values in parentheses are at the HF level with the corresponding
basis sets; from Reference 227.

LAt HF/6-31G(d) for M = C and Si and HF/ECP (DZ+d) for M = Ge, Sn and Pb; from Reference 227.
€At HF/DZ+d, in Cpy symmetry; from Reference 194.

dThe central M-~M distance (cf. 25 and 26). The following are average calculated M—M and M=M
bond lengths (in pm, Sections V.B.3 and VI.B.1): 151 (C—C), 234 (Si—Si), 242 (Ge—Ge), 278 (Sn—Sn),
284 (Pb—Pb); 133 (C=C), 213 (Si=Si), 224 (Ge=Ge), 250—254 (Sn=Sn), 257-270 (‘Pb=Pb’).

¢ At HF/6-31G(d); from Reference 194.

fBetween the central M atoms to the peripheral MH, ligands (cf. 25 and 26).

8Not a minimum at the GVB/ECP level of theory227.

hThe C oy structure is not a minimum on the PES!94.

iUsing relativistic ECPs. In parentheses, the minimum C structure! %%,

isomer, gives the same 2A state. No stationary point resembling the ‘short-bond’ structure
was located on the 2A; PES. Thus, unlike the neutral MyHg, the corresponding cation
radicals do not exhibit bond stretch isomerism on the same PES227. When the M—M
bond lengths were fixed at several distances R, and all other geometrical parameters were
optimized, a high-energy 2 A, state which resembles the ‘short-bond’ neutral isomer was
located for M = Si to Sn??7. The 2A2 state of SisHgT has a shorter central Si—Si bond
length than in the ‘short-bond’ neutral isomer. For PbyHgt at HF/ECP (with DZ basis set
for the valence electrons), both the 2A, and 2A; states of PbsHgt are not minima, but
correspond to a transition structure that leads to a single structure of C» symmetry in the
2A state. The latter has a very weak central Pb—Pb bond and skewed hydrogens around
the Pby skeleton resembling the Cyp structure of PbyHg (15). The 2A and %A, states,
despite their considerable different geometries, have almost the same energy (i.e. within
0.5 kecal mol™1) reflecting the very flat PES of PbsHg 227, The vertical and adiabatic
ionization potentials of MyHg, M = Si to Pb are in the range of 7.2-7.7 eV, decreasing
only slightly from SisHg to PbsHg, but all are considerably smaller than for C4Hg, being
8.2 (adiabatic) and 9.0 eV (vertical)??’.
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TABLE 21. Strain energies (kcal mol~1) of metallabicyclo[2.2.0]hexane (26),
metallabicyclo[1.1.0]butane (25) and ¢-M4Hg (13)

M Bicyclo[2.2.0]hexane Bicyclo[1.1.0]butane c-MyHg
(26)° @25y 13y
C 53.8 68.9 26.74
Si 33.9 65.2 16.74
Ge 292 e 15.2f
Sn 23.4 e 12.2f
Pb 19.18 e 10.1/

@ According to equation 18, at HF/DZ+d; from Reference 194.

bAccording to the following equation: 25 4+ 5SMyHg — 2(MH3)3MH + 2(MH3),MH,, cal-
culated at HF/6-31G(d); from Reference 226a.

¢ According to equation 13.

dA¢ HF/6-31G(d); from References 190.

“Not available.

f At HF/DZ + d; from Reference 193.

8The C; structure is by 0.2 kcal mol~! more stable than the Coy 26194,

All heavier analogs of bicyclo[2.2.0]hexane, 26, have a Cjy structure 187-194.226b except

for bicyclo[2.2.0]hexaplumbane, 26, M = Pb for which a deformed C, structure was
located as a minimum'®*, In the C, structure the 4-membered rings are slightly puck-
ered (with a PbPbPbPb dihedral angle of 3.6°) and the central Pb—H groups are highly
skewed, i.e. the HPbPbH dihedral angle is 46.7°. However, the Cj, isomer is by only
0.2 kcalmol™! less stable (0.03 kcalmol~! at MP2/DZ+d). No ‘bond-stretch’ isomers
were found for 26, and d. is only slightly longer than d}, (Table 20)194,

Metallabicyclo[2.2.0]hexanes 26 are considerably less strained than 25. The strain in
MgHj, calculated by the homodesmotic equation 18, decreases in the order: M = C >
Si > Ge > Sn > Pb from ca 54 kcalmol™! for M = C to 19 kcalmol™! for M = Pb,
very similar to the trend in the monocyclic MyHg series (Table 21). Nagase and Kudo
observed that the strain energy in polycyclic and polyhedral compounds (see below) is
additive, e.g. it is twice as large in 26 than in the monocyclic MyHg!%*.

26 + IMoHg —— 2(MH;)3MH + 4(MH;),MH, (18)

b. Propellanes. The parent [1.1.1]propellane, 27, M = C, was investigated extensively
due to the inverted tetrahedral configurations at the bridgehead carbon atoms22®. The
silicon analogs have also received considerable attention??®230, The general shape of
the [1.1.1]metallapropellanes,27, is shown in Figure 15. As in the [1.1.0]bicyclobutanes
MyHg (25)!84227  the central bond between the bridgehead metal atoms of MsHg (27) is
significantly elongated'8+231=233 "¢ g in 27, M = Sn, the central Sny—Sny, bond distance
(dc) is 347 pm compared to 286 pm of the Sn,—Sn, bonds (d) (Table 22184,231-234y
These theoretical results are nicely supported by the experimental X-ray results for a
pentastanna[l.l.l]propellanez34'235. In contrast, for M = C, d. is 162.5 pm, only slightly
longer than d}, (152.3 pm) and significantly shorter than d. (188.3 pm) in the bicyclic 28,
M = C3!, For the heavier congeners the differences between the My, - - - M, distances in
27 and those in the corresponding 28 are much smaller than for M = C (26 pm) and they
decrease down group 14, i.e. the differences are 13.2, 6.0 and 3.1 pm for M = Si, Ge and
Sn, respectively?3!.
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FIGURE 15. Group 14 [1.1.1]propellanes (27), bicyclopentanes (28), trioxa[1.1.1.]propellanes M>0O3
(29), M>03H; (30) and its dimer (31). For 31, bond lengths (pm) are given in the order M = Si, Ge,
Sn and Pb!84. The larger gray circles denote the M elements and the white circles denote oxygens
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TABLE 22. Structures of group 14 metallapropellanes and their analogs (pm, deg)

M;sHg" M;Hg* M,05” HyM,05" HoM406¢
27 (28) (29, X =0) (30, X =0) (31, X=0)
C d4 162.5¢ 188.3 151.1 162.2
d,’ 1523 155.5 140.8 1427
0
Si df 279.3¢ 292.5 207.6 206.0 (206.9) 205.8
d,’ 235.8 236.8 170.7 170.0 (170)
0
Ge d.? 299.3¢ 305.3 225.0 222.5 (223.5) 223.1
dp’ 250.0 2477 180.6 179.5 (179.9)
6
Sn d.? 346.9¢:8 350.0 257.7 254.6 (252.5) 2524
dp’ 285.7¢ 284.0 198.5 197.1 (195.1)
6
Pb d.A 370.3¢" (261.4) 261.3
dy’ 298.4" (199.6)
0

4 At GVB/ECP; from Reference 231.

bt GVB/ECP; from Reference 232. Values in parentheses are at HF/ECP; from Reference 184.
¢ At HF/ECP; from Reference 184.

dThe central M- --M distance. The following are average calculated M—M and M=M bond lengths (in pm,
Sections V.B.3 and IV.B.1): 151 (C—C), 234 (Si—Si), 242 (Ge—Ge), 278 (Sn—Sn), 284 (Pb—Pb); 133 (C=C),
213 (Si=Si), 224 (Ge=Ge), 250-254 (Sn=Sn), 257-270 (‘Pb=Pb’).

¢The corresponding distances d¢ in the M5H6Jr radical cations are 154.1 (C), 253.5 (Si), 274.4 (Ge), 320.7 (Sn),
337.1 (Pb) pm233.

fThe distance between the central M atoms and the peripheral MHj or O ligands.

8Experimental distances (pm): 336.8 (dc) and 287.1 (dp)*3*.

"From Reference 233.

Is there a chemical bond between the bridgehead atoms of the metallapropellanes,
27?7 This question has been debated and a consensus has not been reached. Nagase
has presented evidence which supports the existence of such a bond; first, the over-
lap between the orbitals forming the central M—M bonds in 27, M = Si, Ge and Sn is
comparable to that for the C—C bond in [1.1.1]propellane; second, the diradical charac-
ter of the Sn—Sn bond in 27, M = Sn is very small and is comparable to that of 27,
M = C!'3% On the other hand, Gordon and coworkers?3!:232 pointed out that the simi-
larity of the My, - - - My distances in 27 and 28 for M = Ge and Sn (see above) puts in
doubt the existence of a M—M bridgehead bond in 27, M # C?31:232_ They also found
that the My, - - - My, interactions are weaker than the M—M interactions in MpHg even
for M = Si, and that these bonding interactions decrease on descending group 14, so for
M = Sn there is little difference in the My, - - - My bonding interactions in 27 and in 28.
Other evidence against significant My, - - - My, bonding includes: (a) the similarity of the
My —Mpy, distances in the singlet and triplet states of MsHg; (b) a detailed electron distri-
bution study using Bader’s AIM topological analysis®® and (c) localized orbital density
analysis®31:232,

Substitution of the MH; groups in 27 by suitable X groups, as in 29, was predicted
to stabilize the central bond and to shorten it'8231:232 Nagase and Kudo?*® and Gor-
don and coworkers>3? have indeed found that when X are electronegative groups the
central M - - - M distance for both M;X3, 29 and for My X3H», 30, shortens significantly
(Table 22). For X = O the M—M distances in 29 and 30 are very similar for M = Si to Sn
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(Table 22). The M—M distances in 2.4,5-trioxa-1,3-dimetallabicyclo[1.1.1]pentanes, 30,
X = O are much shorter than the single bond distances in the corresponding HsMMH3
(Table 19)184236 1 30, M = Si, X = O, the M—M distance is very short (206 pm),
approaching the calculated triple bond distance in Dsop, HSi=SiH, and for M = Ge and
Sn this bond is of similar length to that in the corresponding HoM=MH, and is unprece-
dentedly short for M = Pb (261 pm). Such short M—M distances are also found in dimers
and oligomers of 30, e.g. 31 (Figure 15 and Table 22). From a geometric point of view,
the metalla skeleton of the Hy(M;03), polymers may be regarded as being a ‘polymet-
allene’. However, this reflects only their enforced bond distances, but it does not reflect

their electronic structure!84.
X X WA
M/—_\M H\M/ BV H/M/,\M//M/M\/\H
x//\\x x// \X X//AX X
29) (30) (3D

The [1.1.1]metallapropellanes (25) and their hetero-substituted derivatives, 29, can for-
mally be described as donor—acceptor complexes between a central M; unit and three
surrounding X groups (MHa, O etc.)!84237 When the peripheral X groups are MH,, M,
acts as an acceptor, carrying a negative charge (i.e. —0.16e for M = Ge?3¢ and —0.12¢
for M = Sn'%*), while the peripheral MHj units act as the donors. The dominant elec-
tron donation into the 7* orbital of the original M; unit is responsible for the stretching
of the central M—M bond!8423¢. When the peripheral ligands are more electronega-
tive, e.g. CHy or O, the bridgehead atoms become the donors and maintain a positive
charge. Consequently, the central bond is shortened!3*236, Analogies include the dou-
bly bridged structure of SipH; (Section VILE.2.b.) and 1,3-disubstituted four-membered
rings, e.g. 22 (Section V.E.1.c.ii)?!8. Nagase suggested that a 7 complex between M,
and three X (e.g. oxygen) groups results in three 3-center—2-electron bonds. The electron
density distribution of the bond paths adopts a T-shaped structure!84. In contrast, Gordon
and coworkers found no support for the T-shaped bonding description232. In their view,
the short M—M distances in the trioxa[l.1.1]propellanes (29, X = O) and in the bicy-
clopentane analogs (30, X = O) could result simply from geometrical constraints, as was
proposed previously for the 1,3-disubstituted four-membered rings M>X,Hy, 24. Further-
more, Gordon and coworkers concluded, based on TCSCF calculations and total density
plots, that the unusually short bridgehead distances in both M;O3 and H,M;0O3 do not
result in significant bonding interaction and, despite the short bridgehead distances, these
compounds (with M = Si, Ge, Sn) possess a considerable degree of diradical character®32.
The general conclusion from the above discussion is that shorter M --- M distances do
not necessarily correspond to bonding interactions and likewise bonding interactions can
occur between atoms separated by long internuclear distances, as in [1.1.1] metallapropell-
anes, 27232,

Like in metallabicyclo[1.1.0]butanes (25), the metallapropellanes, 27, show a signifi-
cant shortening of the central M ---M distances (by 20—30 pm) upon ionization to the
corresponding radical cations?33.
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c. Polyhedral cage compounds: tetrahedrane, prismane, cubane and larger M, H ,, sys-
tems. Polyhedral M, H,, clusters have long been a subject for scientific curiosity because
of their unique properties and high symmetry esthetic appeal. Prismane (C¢Hg), cubane
(CgHg) and pentaprismane (CjoHjo) have been synthesized and fully characterized. Sim-
ple derivatives of tetrahedrane (C4H4) are also known. A limited number of polyhedral
clusters of heavier group 14 elements, all substituted by bulky R substituents, have
been synthesized: For M = Si: (RSi)4, 32, R = -Bu3Si®8; (RSi)g, 33, R = Dip = 2, 6-
diisopropylphenyl>3%2; (RSi)g!80-240, 34, R = r-BuMe,SiZ3%, 1-Bu?3%9, 1,1,2-trimethyl-
propyl?**¢ and Dep = 2,6-diethylphenyl®*f; for M = Ge: (RGe)y, 32, R = 1-Bu3Si>>%¢;
(RGe)g, 33, R = (Me3Si)CH?" and Dip?*®2; (RGe)g, 34, R = Dep®*f; for M = Sn:
(RSn)s, 33, R = -Bu3Si?®'; (RSn)s, 34, R = Dep?®” and (RSn)p, 35, R = Dep?¥k,
For a general review on the experimental studies of cage systems of heavier group 14
elements, see Reference 180.

A large series of polyhedral M,H, clusters (M =C, Si, Ge, Sn, Pb) were
studied systematically using ab initio methods in a series of papers by Nagase and
coworkers!84190.191,193,195,196 41,4 more recently also by Early?*!. These included group
14 analogs of tetrahedrane (32, R = H), prismane (33, R = H), cubane (34, R = H),
MjoHo (35, m = 5), M2Hj2 (35, m = 6), MigHs (35, m = 8), MyoHy (35, m = 10),
pagodane, 36, dodecahedrane, 37 and M4H»4 (35, m = 12). Examination of the calculated
M—M bond lengths (Table 23193:196.241.242y " which are in reasonable agreement with
known experimental values (taking into account that the experimental compounds carry
very bulky substituents), reveal the following features. The shortest M—M bonds are
found in the cage compounds which consist only of 3-membered rings. In the prismanes,

R R R

(35) Dy, (36) Doy, (37 In
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TABLE 23. Calculated bond distances (pm) in M, H,, cage compounds®

M, H, HF/6-31G(d) Effective core potentials?
C Si Si Ge Sn

M4H4 (32) 146.3 232.0 232.2 245.9 283.8°¢
MgHs (33)
3-MR 150.7 236.6 236.5 249.3 286.7
4-MR 154.9 238.2 238.2 248.9 285.0
MgHg (34) 155.9 240.2 240.0 250.5 286.7

155.94 — 238.24 252,74 288.7¢
MjoHio (35, m =5)
4-MR 155.8 240.0 239.9 250.3 286.6
5-MR 155.2 239.8 239.8 249.7 285.8
Mi;Hi; (35, m = 6)
4-MR 1554 239.8 239.7 250.2 286.5
6-MR 155.1 239.7 239.8 249.8 285.8
MyoHzo (37), 5-MR 154.8 239.1 239.2 248.2 284.1

250.3¢ 286.2°¢

9From Reference 241.
bCEP-31G(d)?*2.
“This structure has 3 negative eigenvalues.

d At HF/DZ+d; from Reference 193.
¢ At HF/DZ+d; from Reference 197.

the M—M bond lengths in the 3-MRs are slightly shorter than those in the 4-MRs for
M = C and Si, while for M = Ge and Sn, the opposite trend is observed.

The strain energies of some M, H,, polyhedral cage compounds, calculated according
to equation 19, are given in Table 24 and are also shown graphically as a function of n
in Figure 16. The strain energies of the polyhedra can be estimated from the sum of the
strain energies of the individual rings that build them!8424! e g the strain energy of the
metallacubanes, MgHg, is about 6 times larger than that of the corresponding 4-membered
M4Hg rings (Tables 17 and 24)184190.193 Ear1y241 suggested a formula for estimating the
strain of cage systems which is based on the number of the atoms in the rings composing
the cage.

(MH),, + 3n/2)H3MMH3 —— n(MH3)3:MH (19)

In general, the M, H,, polyhedra, especially those that are composed of 3-MRs and
4-MRs, are highly strained. For M = C the total strain energy decreases in the order
34 > 33 > 32. This order is reversed with the heavier congeners, i.e. the strain decreases
as follows: 32 > 33 > 34 and when descending group 14. Thus, SngHg (34, M = Sn)
is significantly less strained than CgHg or SigHg (70.1 vs. 158.6 and 99.1 kcal mol ™!,
respectively). This is similar to the trends found in the single 3- and 4-membered metalla
rings (see Section V.E.l.a.ii and Table 17). However, while the ring strain is smaller for
the heavier M elements, the M—M bonds are also weaker, destabilizing the cage systems.
Thus, for MgH4 (M = Sn and Pb) the ring strain, although smaller than for M = Si or
Ge, is still sufficiently large to overcome the relatively weak M—M bonds, and alternate
structures, e.g. H-bridged structures?*3, are preferred over the cage structures?*! (see
discussion below).

The most strained cages for all M elements are the tetrahedranes (except for M = C)
which contain four 3-MRs. As a result of their high strain and relatively weak M—M
bonds, the heavier tetrahedranes are subject to ‘bond-stretch’ or ‘bond-break’ isomerism,
as well as to hydrogen bridging243. The preference for alternative structures increases
strongly when descending group 14, as is clearly evident from Table 25 which gives
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FIGURE 16. Strain energies (E) of group 14 metallatetrahedranes and [n]-prismanes (Mj,Hz,),
calculated at HF/6-31G(d) for M = C and Si and at HF/DZ+-d for M = Ge and Sn. Reprinted with
permission from Reference 195. Copyright (1995) American Chemical Society

TABLE 24. Strain energies (kcalmol~') in M, H,, cage compounds®

M Tetrahedrane Prismane Cubane MjoHyg MjoHyg MjoHyg
(32)% (33 (340 (35, m = 10)° (36)° (37)°

C 1414 145.3 158.6 492.1 43.6; 43.7¢
Si 140.3 118.2 99.1 252.1 32.3; 40.0¢
R = Me/ 134.6 105.6 88.9

R = SiH3/ 114.5 95.7 77.9

Ge 140.3 109.4 86.0 223.6 51.3 29.3; 32.2¢
Sn 128.2 93.8 70.18 180.1 40.1 21.0; 19.5¢
Pb 119.3 65.2 59.6

@ According to equation 19.

bt HF/6-31G(d); from References 190 and 193; strain energies calculated at CEP-31G(d) are given in
Reference 241.

€At HF/DZ+d; from References 196 and 197.

dA HF/6-31G(d); from Reference 241.

¢At CEP-31G(d); from Reference 241.

I For M, R, at HF/6-31G(d); from References 191,192 and 196.

8At HF/DZ. The strain energies of substituted octastannacubanes (SngRg) are 77.0, 75.7, 65.0, 62.0 and
58.4 kcal mol’l, for R = H, CH3, SiH3, GeHs and SnH3, respectively191.
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the relative energies of various M, H,, isomers. Thus 32, M = Si, isomerizes without
a significant barrier, by breaking two Si—Si bonds, to form the 4-membered ring iso-
mer 38, M = Si*** with four equal Si—Si bonds of 230.1 pm (similar to that in 32,
Table 23) and a Si;—Si3 distance of 302.3 pm. 38 (M = Si) is by 28.3 kcal mol~!
(CIDVD/DZP//HF/DZP) more stable than 32, M = Si2**2. Srinivas and Jemmis found
that H-bridged structures are favored over the classical tetrahedrane structure for all met-
allatetrahedranes, 32, R = H, and for M = Sn and Pb the preference is as large as 69
and 120 kcal mol ™!, respectively (Table 25). Thus, at the MP2 and B3LYP levels, when
M = Si, Ge and Sn, triply H-bridged structures (39) are preferred over 32, and for M = Pb
the four-H-bridged Cj structure (40) is preferred. When using quasi-relativistic methods
structure 41 is the most stable for M = Ge, Sn and Pb2*3. For Si and Ge the most stable
MyHy isomer is the rearranged 4-membered ring metallylene, 42243.244¢ (Taple 25). How-
ever, due to the high bridging tendency of hydrogen, it is not clear if the bridged structures
will be preferred also for alkyl, aryl or silyl substituted tetrahedranes. The experimentally
synthesized tetrasilatetrahedrane, 32, M = Si, R = ¢-Bus Si23% with substituents other than
hydrogen indeed possesses the classical tetrahedrane structure.

H H
| |
M, M;
\M27
|
H
M,
|
H
(38)
H
l
M M
VAN | P \H H
M
M —M M—_——\—M M —M /
/
\\H\/M / \\ M// \\ - /M// M
H 1
H / ~ H H / ~ H H / ~ H I_i
H
39) (40) 41) (42)
TABLE 25. Relative energies of M4Hy isomers®
M 32 39 40 41 42
Si 0.0 —20.7 -2.9 b —494
Ge 0.0 —55.6 —46.8 b —68.3
Sn 0.0 —69.3 —66.0 —66.1 —66.0
Pb 0.0 —111.4 —119.8 —121.7 —934

4 At MP2/6-31G(d); from Reference 243.
hCollapses to 39.
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‘Bond-stretch’ isomerism was found in plumbaprismane, 33, M = Pb, which collapses
to a six-membered monocycle, and in plumbacubane 34, M = Pb, where two bonds are
stretched to form two six-membered rings as shown in 43!%>. Activation energies for all
the isomerizations described above are not available.

AN g
g0

M-A\----/ =M
H H

43)

As in the case of monocyclic 3- and 4-MRs (see Section V.E.1.a.ii), electropositive sub-
stituents stabilize also M,,H,, cage systems which include such rings, e.g. tetrahedranes,
prismanes and cubanes (Table 24)!91:192.195 The only isolated tetrasilatetrahedrane indeed
carries the electropositive Si(Bu-f)3 groups as substituents”38. Nevertheless, the steric pro-
tection afforded by the bulky silyl ligands is probably the most important factor allowing
the isolation of the tetrasilatetrahedrane!”193,

The least strained [ ]-prismane is MjoH1g (35, m = 5), which is built from two 5-MRs
and five 4-MRs. The strain in this particular [n]-prismane is reduced because the angle in
the 5-MR approaches the normal tetrahedral angle and the number of the 4-MRs increases.
The strain increases as the number of the polygon sides increase and their angles deviate
significantly from the tetrahedral value. For MygHjg (35, m = 10), where the MMM angle

of the top polygon is 144°, the strain is extremely large, i.e. 492 kcalmol~! for M = C

and smaller but still very large for the heavier congeners, e.g. 180 kcal mol~! for M = Sn
(Table 24). The high strain gives rise to two alternative isomers which are dramatically
lower in energy: dodecahedrane 37, which contains only 5-MRs and is the more stable

isomer, and pagodane 36, which is slightly more strained (Table 24)195.196,241

d. Polyhedral metallaboranes. The isolobal analogy between M: and BH fragments
(see Scheme 1) can be observed also in the structures of the heavier congeners of the
well investigated carboboranes>*>. However, only a few theoretical studies deal with
metallaboranes?40-247 For all M,BgHg (M = SiH, GeH, SnH, and PbH) it was found
that the same bisdisphenoid structure (44) is the global minimum?*’. However, the energy
difference between 44 and its octahedral isomer 45 (Dgp,) is reduced in a zig-zag fashion

from (in kcalmol~!) 193.6 for M = CH to 21.9 for M = SiH, 32.2 for M = GeH, 28.0
for M = SnH and 50.4 for M = PbH. As the size of the boracyclic ring increases (as

M

Si=

M

AN

(44) M = SiH, GeH, SnH, PbH  (45) M = SiH, GeH, SnH, PbH
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in 45), a larger capping group with more diffuse p orbitals is needed to stabilize the
ring—cap interactions through increased overlap. Thus carbon, which is small in size and
possesses contracted p orbitals, is expected to prefer a smaller boracyclic ring and should
be unfavorable as a cap for a larger ring. On the other hand, Si, Ge and Sn, which
are larger in size and possess more diffuse p orbitals, enable a better overlap with the
molecular orbitals of the six-membered boron ring and thereby stabilize the hexagonal
bipyramid, 45. The stability of 45 decreases again for M = PbH, probably because of
relativistic effects2*’.

VI. MULTIPLY-BONDED SYSTEMS
A. Historical Overview

For many years the synthesis of stable compounds containing multiple bonds to silicon
and its heavier congeners was one of the major challenges in main-group chemistry. The
many early failures to synthesize such compounds!!2=¢:14.16.248 attracted the attention
of theoreticians who tried to understand the reasons for the dramatically different behav-
ior of carbon and silicon and its heavier congeners in forming multiple bonds¢7-249,
The theoretical studies and the experimental failures lead to the formulation of the ‘dou-
ble bond rule’, which stated that elements having principal quantum numbers greater
than 2 do not form 7 bonds among themselves or with other elements20, However, in
the 1970s, considerable evidence pointing to the existence of compounds with multiple
bonds to silicon as reactive intermediates was accumulated>°~!!. The great breakthroughs
occurred in 1981 with the syntheses of the first stable compounds containing C=Si
and Si=Si bonds by Brook!2 and by West?! and their coworkers, respectively. Much
progress has been made since then in the synthesis and characterization of doubly-
bonded group 14 compounds. This includes the synthesis of stable compounds with
double bonds between silicon and heteroatoms, i.e. Si=N, Si=P, Si=As, Si=$29~11,
as well as compounds with Ge=C, Sn=C and Ge=Si double bonds?*?. R,Sn=SnR,
and RpyGe=GeR; [R = (Me;3Si)2CH] were isolated and characterized by Lappert and
coworkers already in 1973 and 197622, but these compounds were stable only in the
solid state and they dissociated to the corresponding stannylenes and germylenes in solu-
tion or in the gas phase253_255. More recently R;Sn=SnR; and RyGe=GeR;, which are
stable also in solution, were isolated?#*d, Several diplumbenes, RR’Pb=PbRR’, were iso-
lated recently24a, for example with R =R’ = Tip = 2,4,6(i-Pr)3CgH,2°% and R = Tip,
R’ = Si(SiMe3)325P. However, as the Pb=Pb distances of 305.1 pm and 299 pm, respec-
tively, in these compounds are even longer than that of a Pb—Pb single-bond in the
corresponding R3PbPbR3 compounds (Table 7), the bonding in these compounds was
described by donor—acceptor interactions between the doubly occupied 6s orbitals and
the empty 6p orbitals of the two singlet plumbylene fragments (see below)?°°. The syn-
theses and isolation of compounds with double bonds of the types Ge=N, Ge=P, Ge=O0,
Ge=S, Ge=Se, Ge=Te and Sn=P, Sn=S and Sn=Se were also reportedZ‘“’*C. The remark-
able progress regarding multiply-bonded group 14 compounds was extensively reviewed
in the last decade'!"-16-20:24 and the interested reader is referred to these reviews for more
information. One general observation is that the known number of stable doubly-bonded
compounds and the ease of their synthesis decreases drastically on going down group 14,
and that in solution most of the reported tin and lead doubly-bonded compounds dissociate
to their corresponding divalent MR, fragments or slowly dimerize.

Stable triply-bonded compounds with group 14 elements are still unknown. Several
formally triply-bonded silicon compounds were detected and characterized in matrix and



64 Miriam Karni, Yitzhak Apeloig, Jiirgen Kapp and Paul von R. Schleyer

in the gas phase, i.e. HSi=N?72 HN=Si?"?, CgHsN=Si®"° (by matrix isolation spec-
troscopy), C¢HsN=Si2>74 (by photoelectron spectroscopy) and HC=SiX, X=Cl, F?*% (by
neutralization-reionization mass spectrometry). Most recently, evidence for the existence
of RGe=CSiMe3 [R = 2,6-(i-Pr;NCH;)>,CgH3] as a reactive intermediate was reported
by Couret and coworkers®® while Power and coworkers reported the synthesis, isolation
and characterization by X-ray crystallography of RPbPbR (R = 2,6-Tip,CsH3)?%0. How-
ever, the latter compound is highly bent (/RPbPb = 94.3°) and the Pb—Pb bond length
is 318.8 pm, considerably longer than the typical Pb—Pb single bond length of 284.4 pm
in Ph3PbPbPh;3. These structural features imply that the electronic structure of the Pb—Pb
bond in this formal analog of acetylene is that of a single Pb—Pb bond with a lone pair that
resides on each of the Pb atoms, rather than that of a triply-bonded compound?®?. Recent
attempts to synthesize triply-bonded RMMR (M = Ge, Sn) compounds have led so far to
the isolation of their reduced salts such as Nay(RGeGeR) and K7(RSnSnR) (R = CgH3-
2,6-Tip2)2612. Stable germylene—transition metal complexes with formal GeM triple bonds
were also reported?®1%¢. The new theoretical and experimental studies of triply-bonded
systems were highlighted recently by Jutzi262.

Theoretical studies accompanied and complemented the experimental developments
and provided detailed insights into this fascinating area of chemistry”-2°. Much of what
we know about these compounds comes from theory. In the section below we review
the relevant theoretical knowledge with emphasis on the understanding that was gained
concerning the nature of these bonds and the differences in their structures and stability
on moving down group 14 from C to Pb.

B. M=M' Doubly-bonded Compounds (Metallenes)
1. Structures

Basic structural and energetic data about M=M’ bonds of group 14 elements are col-
lected in Table 26. The most striking difference between ethylene and its heavier analogs
is that, unlike ethylene which has a Dyy-planar ground state structure, the heavier group
14 analogs are calculated to be trans-bent with Cp, symmetry (46), while the Dy -
planar structure (47) is generally not a minimum on the PES”-19:26:263=269 Eor disilene
(H2Si=SiH») the potential energy surface along the D>, — Cp coordinate is very flat
and subtle changes in the theoretical method used for geometry optimization can have a
dramatic effect on the out-of-plane distortion angle 0; e.g. & = 0.0° at HF/DZP?"? and
38.5° at HF/TZP?'!. Correlated methods invariably find H,Si=SiH, to be trans-bent with
trans-bending angles that range from 17° to 36°, depending on the method used!®-224-268,
but the planar 47 is only ca 1 kcalmol™! higher in energy (Table 26).

M—M’//’H TV G
A R
Hy H H

L2
(46) Con (47) Doy

Many of the experimentally known disilenes are planar, and the largest out-of-plane
bending angle for carbon substituted disilenes is 18°, measured for Mes,Si=SiMes,>*
(Mes = mesityl). A significantly larger bending angle of ca 33° was measured for a
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Z-diaminodisilyldisilene?’*. The differences between the theoretical predictions and the
experimental structures were attributed to the presence of bulky substituents in the exper-
imentally studied molecules%3.

HyM=MH,; with M = Ge, Sn and Pb are also calculated (at all levels of theory) to
favor trans-bent structures!9-224:253—255.268,.275-276 agreement with the experimental
evidence?*. The bending angles 6 and the barriers for planarization increase down group
14, reaching for HyPb=PbH» a 6 of 53° and a barrier to planarity of 23 kcal mol~!
(Table 26)224’268. In contrast to the dimetallene HoM=M'H, (where M and M’ are Si to
Pb), the metallenes HoC=MH,, with M = Si, Ge, Sn and Pb, are planar [HF/DZP269:277,
HF/3-21G(d)*">278; LDA/TZP?6¥; MP2/3-21G(d) and MCSCF/3-21G(d)*’?, Table 26].
Experimentally, substituted germenes and stannens exhibit both planar and pyramidal Ge
and Sn centers®®. In a recent study the heavier analogs of triafulvene were calculated
to be non planar; while the corresponding pentafulvenes are planar. The question of the
aromaticity of these compounds is discussed2780.

The M=M bonds in the planar HyM=MH, become longer as M becomes heavier, but
they are all considerably shorter than the corresponding M—M single bond in H3MMHj3.
Bending at M results in a considerable elongation of the M=M bonds, so that in the
strongly bent HoSn=SnH, and H,Pb=PbH; the M=M distance approaches that of a
single M—M bond (Table 26)224268.272,

Why are the heavier RM=M'R, systems bent? This peculiar geometric preference
was rationalized by two different MO models?. According to one model, planar double
bonds are formed by the interaction of two MR, units in their triplet state, as shown
schematically in Figure 17a. Because the heavier MR, fragments have a singlet ground
state (in contrast to methylene, which has a triplet ground state), they need first to be
excited to the triplet state, requiring one to pay the energetic cost of the singlet—triplet
energy gap (AEsT, see also below). Instead, they prefer to interact via two donor—acceptor
interactions in which the filled lone pair of one MR, unit donates electron density into
the empty p orbital of the second MR, unit and consequently trans-bent R,M=MR;

(@)

(b)

FIGURE 17. (a) Construction of Dy,-M;Hy (47) from two triplet MH; fragments; (b) construction
of Cop-MyHy (46) from two singlet MH; fragments; (c) a schematic description of the 7—o* mixing
upon trans-bending
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molecules are formed (Figure 17b)295:279:280  Ap alternative explanation is that the trans-
bent geometries are stabilized relative to the planar ones by mixing of the M=M = and
o* orbitals (i.e. a second-order Jahn—Teller effect), as shown in Figure 17¢254,265,280
Upon bending at the M atoms, the 7 (by,) orbital and the o* (b3,) orbital acquire the
same symmetry (b,) and mixing can occur (Figure 17c). The degree of mixing increases
as the m—o™ energy difference decreases. The magnitude of the w—o™ orbital gap in Dyy
H,M=MH, decreases on going down group 14, being (in kcal mol~!): 168.3 for M = C,
103.8 for M = Si, 92.2 for M = Ge, 78.4 for M = Sn and 27.7 for M = Pb?%8. This leads
to a larger w—o™ stabilizing interaction, and consequently to larger bending angles at M
as M becomes heavier, in agreement with the observation209—268.280 ' A" detailed NBO
analysis shows that the energy stabilization due to the interaction between the M=M =&
and o* orbitals increases from only 6.3 kcalmol™! for M = Si to 53.5 kcalmol~! for
M = Pb*?*. Considerably smaller contributions were calculated for the alternative o—n*
interaction®?*,

In a series of important papers, Trinquier, Malrieu and coworkers explored the MoHy
potential energy surfaces23:269.280 Based on these studies, Trinquier presented simple
rules to predict the occurrence of frans-bent M=M double bonds and their degree of
bending, as well as of other MoH, structural isomers such as dibridged 48, R = H.
These rules are based on the relative magnitudes of the singlet—triplet energy gap of the
MR; fragments (AEst) and the overall bond energy of the M=M bond, Ea+ﬂ269. For
a homopolar MpHy species, a trans-bent doubly-bonded molecule (46) is predicted to be
more stable than the planar 47 or than the isomeric dibridged (48) structures, when AEgT
is in the range given in equation 20.

S

M oM
\R/ |
R

(48) Cop,

JTE0+7T < AEst < %Ea+n (20)

When the singlet—triplet splitting of the MH; fragment is smaller than one quarter of the
bond energy, the M=M double bond is planar, while when AEgT is larger than one half
of the M=M bond energy, a direct M-M link is less favored, and the bridged isomer, 48,
is the most stable (see also Section VI.B.3.b). For example, for all MF, (except CF,),
AEgr is larger than %Ea+n and bridged structures (48, R = F) are favored for M = Si to

Pb, while the frans-bent structures are not minima on the PES?®!. The w—o* energy gap

is related to AEgT of the MR, fragments and it decreases as AEgt increases20%-280 Thus,
moving down group 14 both AEst and the w—oc™* orbital interaction increase, stabilizing
the trans-bent structures and inducing larger bending angles at M.

The effect of the electronegativity of substituents on the degree of trans-bending of
heavier group 14 ethylene analogs (for M = Si to Sn) was studied by Liang and Allen?¢’
using the HF/3-21G computational level (a very small basis set by today’s standards). The
effects of the electronegativity of the substituents was studied by a perturbation approach,
in which the nuclear charge of the hydrogens was increased or decreased stepwise to mimic
a change in the substituent electronegativity. Based on this analysis they suggested that the
geometries of double bonds are determined by both their intrinsic 7—o* separation and
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the electronegativity of the substituents. The calculated optimized geometries show that
changing the nuclear charge of the hydrogens has a small effect on the M=M bond lengths,
but it has a significant effect on the degree of the trans-bending. The degree of trans-
bending increases for electron-withdrawing substituents (which increase the 7—oc™ orbital
mixing) and decreases for electropositive substituents. Explicit geometry optimization of
(H3S1);M=M(SiH3), has indeed shown that these compounds are planar for M = Si,
Ge and Sn (M = Pb was not studied). For ethylene, the 7—c* gap is so large that no
substituent can increase the w—o™ orbital mixing sufficiently to cause frans-bending at
the C=C bond (e.g. F,C=CF; is planar)267.

Karni and Apeloig 263 found, in agreement with the semiquantitative rules of Trinquier,
a linear correlation between AEst of RHSi (R = Li, BeH, BH,, SiH3, F, OH and
NH3) and the trans-bending angle of the corresponding substituted disilenes, HySi=SiHR
and RHSi=SiHR. A similar correlation was found between AEst and the Si=Si
bond length. Electronegative substituents (F, OH and NHj;), which increase AESsT
(see Section VIL.A.1), cause strongly bent disilenes, while electropositive substituents
which reduce AEsr cause smaller bending angles?®3, e.g. (H3Si)HSi=SiH, is planar.
The theoretically predicted planarizing effect of the electropositive R3Si substituent is
manifested in experimental structures. Thus, [(i-Pr)3Si]oGe=Ge[Si(Pr-i)3]; is planar and
the trans-bending angle of [(Me3Si)3Si]Sn=Sn[Si(SiMe3)3] is only 28° relative to ca
40° for aryl substituted distannenes2*®. Following the study of Karni and Apeloig23, a
similar linear correlation between AEgt of GeRj or SiR; and the trans-bending angles in
R>Ge=GeH,, R,Ge=SiH; and HGe=SiR, (R = H, CH3, NH,, OH, F, Cl) was reported
recently by Chen and coworkers?82. The energy differences between the planar and trans-
bent structures of these substituted germenes are also linearly correlated with AEgt of
the MR, fragment, reaching 26 kcal mol~! for FzGe=GeH%82.

2. The double-bond strength

The dissociation energy of HoM=MH, to two units of MH; [D(HM=MH,)] is
a measure of the total double-bond strength. As shown in Table 26 there is a dra-
matic decrease in D(HyM=MH;) as M becomes heavier, being only 10 kcal mol~! for
M = Pb208, Thus, if entropy is taken into account, H,Pb=PbH; does not exist at room
temperature. The same trend was found for the dissociation energy of singly-bonded
H3;MMH3 to two MH3™ radicals [D(H3;M—MH3)], but the decrease in D(H3M—MH3)
as a function of M is much smaller than in D(HM=MH3). For M = C, D(H,M=MH,)
amounts to twice the dissociation energy of a M—M single bond, but for every heav-
ier M, the dissociation energy of a M=M double bond is smaller than that of the
corresponding single bond (Table 26); e.g. D(H,Ge=GeH;,) = 33-43 kcal mol~! while
D(H3Ge—GeH3) = 61.5 kcalmol~!. This curious fact, first recognized by Gordon and
coworkers?3, was attributed by Grev?® to the increasing stability of the MH, fragment
when moving down group 14 (Table 3) which is manifested by the increase in their diva-
lent state stabilization energies (DSSEs, see equation 4), i.e. the DSSEs of CH;, SiH;
and GeH, are —5.6, 19.3 and 25.8 kcal mol ! 26, respectively. A similar conclusion was
reached by the bond analysis of Jacobsen and Ziegler (vide infra)?%8. According to Grev,
D(H,;M=MH;) can be estimated by equation 21, where D, = m-bond energy, which
demonstrates the dominant effect of the DSSE on the total BDE of HyM=MH,.

DMH;M=MH;) = D(H3M—-MHj3) — 2DSSE(MH;) + D, (21)

Using equation 21, it was predicted that when H is replaced by electronegative or
m-donor substituents R (e.g. R = NHj;, OH, SH, halogen), the M=M double bond
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is weakened due to the greater DSSEs of the MR; fragments, while electropositive
substituents were predicted to strengthen the M=M bond?®. In agreement with
these qualitative predictions, a quantitative linear correlation was found by Karni
and Apeloig between AEsT(RR’Si) and D(RR’Si=SiRR")?%3. For example, the BDE
of (H3Si)HSi=SiH(SiH3) to two (H3Si)HSi fragments is 64 kcal mol~! while the
dissociation energy of (HO)HSi=SiH(OH) is only 30 kcal mol~!. It was also predicted
that when XAEsT > 120 kcal mol~!, the corresponding substituted disilene will
dissociate spontaneously to two silylenes even at 0 K203, An example is F»Si=SiF,
(SAEst = 147.6 kealmol™!), which indeed is not a minimum on the SiFy4 potential
energy surface (at the HF level2042052; at the B3LYP level a very weak frans-bent
complex with a very long Si—Si bond of 265.3 pm was located234?). Similarly, a trans-
bent structure could not be located for F4Ge, as it dissociated spontaneously to two
GeF, units?8%°. A linear correlation was recently reported also between the BDEs of
R>Ge=GeH, and AEgt of the corresponding GeR,282,

The connection between AEsT(RR’Si) and the existence or nonexistence of the corre-
sponding disilene was recently demonstrated by Apeloig, Kira and coworkers in a joint
experimental —theoretical study of the dimerization of (RQN)ZSi285a. When R = H the
diaminosilylene is planar and AEgT is large (79.3 kcal mol 1), and the calculations show
that (Ho,N),Si=Si(NH3); is not a minimum on the PES and, if formed, it dissociates spon-
taneously. An N-bridged isomer 48, R = NHj is a minimum on the PES (see also below)
and it is by 16.3 kcal mol~! [CCSD(T)/6-31 1G(d,p)] more stable than two (H2N),Si units.
As the steric bulk of the R substituents at the nitrogens increases, the amino groups are
twisted out of planarity and conjugation with the empty 3p(Si) orbital, and consequently
AEgt decreases to 66.9 kcalmol~! for R = Me and to 54.3 kcalmol~! for R = i-Pr.
Consequently, (RyN)>2Si=Si(NR»);, R = Me, i-Pr, become minima on the PES, which
are more stable than two isolated (RpN),Si: units. The results of the calculations are in
agreement with the experimental observation that at low temperature an equilibrium exists
between (RyN)»Si and (RoyN)»Si=Si(NRy), (R = i-Pr)?83%:¢_ The relatively high AEgT of
(i-Pr);NSi results, however, in a highly unusual structure of ((i-Pr)>N)>Si=Si(N(Pr-i)>)7,
which exhibits a very long Si—Si bond of 247.2 pm, a large frans-bending angle of 42.6°
and a large twisting angle around the Si—Si axis. This structure is not consistent with
the presence of a Si=Si double bond and the bonding between the silicon centers is bet-
ter described as a very weak double donor—acceptor bond?%3? (Figure 17b), as was also
suggested for related stannylene dimers?*28¢,

Additional support for the theoretical prediction that diaminosilylenes avoid dimeriza-
tion to tetraaminodisilenes is the recent finding by West, Apeloig and coworkers2’* that
the stable cyclic diaminosilylene 49a, R = ¢-Bu, does not dimerize to the corresponding
tetraaminodisilene, 49b, R = 7-Bu, but instead undergoes an insertion reaction leading to
silylene 49¢, which dimerizes to a stable Z-diaminodisilyldisilene, 49d, R = #-Bu. In full
agreement with the experimental findings, the calculations [at B3LYP/6-31G(d)] predict
that 49d, R = Me with only two amino groups attached to the Si=Si bond is a minimum
on the PES, while the tetraaminodisilene 49b, R = Me, is not?’4. Furthermore, 49d is
substituted by two silyl groups which stabilize the Si=Si double bond, i.e. the Si=Si
double bond in H3Si(H)Si=Si(H)SiH3 is stronger by 8 kcal mol~! (relative to the corre-
sponding silylenes) than in the parent disilene?%3. The stabilization of the doubly-bonded
system by the silyl groups is consistent with the calculated AEgt for (H3Si)(Me;N)Si of
45.2 kcalmol ™!, which is considerably smaller than that of (Me;N);Si: (66.9 kcal mol™1).
The calculated structure of 49d, R = Me is in very good agreement with the X-ray
structure of 49d, R = ¢-Bu, including the very long Si—Si distance (of 228.9 pm, exp.;
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228.5 pm, calculated) and the large twisting and bending angles around the formal Si=Si
double bond*"4.

R
R R R H,C—N
N NN 2
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(49d) R = t-Bu, Me

The m-bond strengths (Dy) of hypothetical planar M=M’ molecules received consider-
able attention. Dobbs and Hehre used two different methods to estimate the M=C bond
energies?’82; (a) from the energy difference between the planar w-bonded and the per-
pendicular biradical structures (i.e. the rotational barrier around the M=M bond) and
(b) using Benson’s themochemical method?®” based on the hydrogenation energy of the
double bond (equations 22 and 23a,b). Both methods gave very similar 7-bond energies
for HoC=MH;. Windus and Gordon also obtained good agreement for the 7-bond ener-
gies of HM=M'H, using either the rotational barrier method or Benson’s thermochemical
method (employing a mixture of experimental M—H bond energies and theoretically cal-
culated hydrogenation energies, Table 26)>72. Using these methods it was concluded that
the ability to form 7 bonds decreases in the order C > Si ~ Ge > Sn, and that all trans-
bent H;M=M’H, species (M, M’ = Si to Sn) are stable toward dissociation (M = Pb was
not studied). It was predicted from these calculations that the Si=Sn and Ge=Sn systems,
which have not yet been synthesized, should be accessible experimentally if appropriate
substituents are present to provide kinetic stability?’2.

H;MM'H; + Hb M=M'H, — H,M* — M'H3 + H3M — *"M'H, (22)
» = D(M—H) + DOIM'—H) — D(H-H) — AH°(0 K) (23a)

In equation 23a, AH® (0 K) is the heat of reaction 23b.
H3;MM'H; —— HoM=M'H, + H, (23b)
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However, the methods used above for estimating the double-bond strengths (and the val-
ues in Table 26 under the column ‘dissociation energies’) do not give the ‘clean’ 7-bond
strengths. Thus, when using the rotational barrier method, in addition to breaking the
7 bond, geometric changes (e.g. lengthening of the o bond, changes in the M—H bond
lengths, pyramidalization at the M centers) accompany the rotation and thus affect the
m-bond strength calculated by this method. In addition, upon rotation, hyperconjugation
between the p orbital of M and the o and o™* orbitals of the adjacent M—R bonds, may
stabilize the transition state for rotation, and thus cause an underestimation in the w-bond
strength; i.e. the rotational barrier is the minimal estimate for the w-bond energy. For
example, the measured rotation barrier for (R3Si);Si=Si(SiR3); is only 15 kcal mol~ !, by
about 10 kcal mol~! smaller than the E ,Z-isomerization energies of known stable disilenes
with alkyl and aryl substituents238, or than the calculated 7-bond strength of HpSi=SiH,
(ca 22-24 kcal mol~1)*¢. The methods using thermochemical cycles suffer from similar
problems of geometric changes between the two sides of the equations and include also
other approximations. To circumvent these disadvantages, Shaik and coworkers devel-
oped recently a Valence Bond (VB) method which unpairs the w-bond electrons while
keeping all other geometry parameters constant. According to this method the ‘clean’
m-bond strengths of HyC=SiH; and planar H,Si=SiH; are 47.1 and 35.1 kcal mol 1,
respectivelyzgg, compared to 38 and 25 kcalmol~! calculated using Benson’s thermo-
chemical cyclezgo.

Jacobsen and Ziegler (JZ) published a detailed analysis of the bonding in HoM=MH;
based on DFT calculations which included also relativistic effects?®3. The results of their
analysis are included in Table 26 under the ‘double bond analysis’ columns. According
to their energy analysis, the total bond energy of a HM=MH; molecule is composed
of the so-called ‘snapping energy’ minus the so-called ‘preparation energy’. The ‘snap-
ping energy’ is the interaction energy of two MH, fragments in their triplet (®B)) state
to form HoM=MH, (Figure 17a), when the unpaired electrons of one fragment possess
a-spin and the electrons on the other fragment are of S-spin. The ‘preparation energy’
is the energy needed to prepare the HoM fragment for the interaction, i.e. the energy
required to deform the geometry of the fragment to its final geometry in the dimer and
to transform the 'A; ground state to the 3B, state (which is the familiar AEgr). The
‘snapping energy’ was further broken down to the following terms: (1) the attractive
orbital interactions of singly occupied orbitals of the two 3B; MH, moieties (‘intrinsic
bond energy’, Ein); (2) the electrostatic attraction of the nuclear charge of one fragment
to the electron density of the other; and (3) exchange (or Pauli repulsion) between the
doubly occupied orbitals of the two fragments, which is usually destabilizing. Due to
the larger size of the orbitals of the heavier group 14 metals (compared with carbon),
the Pauli repulsion is very large even at large M—M distances. Consequently, the MH;
fragments cannot approach each other closely (e.g. the M—M and M=M bond distances
differ only by 8—12%, while the C—C vs. C=C bond distances differ by 25%, Table 26)2°
and consequently the M=M bond energy is small. This weakening of the M=M bond is
compensated by the 7—c* interaction, which strengthens the 7 bond (Figure 17¢) and
which is stronger for the heavier M elements. Therefore, the ‘intrinsic bond strengths’
of the 7 bonds (since the HOMO of the frans-bent structures has b, symmetry its clas-
sification as a m bond is not strictly valid) do not decrease sharply down group 14
(Table 26). The ranking of w-bond strengths in the trans-bent HM=MH, (in kcal molfl)
is: C=C (75.4) >> Pb=Pb(42.3) > Si=Si (37.8) ~ Ge=Ge (37.8) > Sn=Sn (32.1)2%8.
The position of the Pb=Pb bond in this series is unusual. The Pb=Pb bond, despite having
a large intrinsic 77-bond energy, has the smallest overall bond energy of 10—24 kcal mol~!
(Table 26). This is due to the fact that the overall bond strength is dictated by the Pauli
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repulsion and the MH, singlet—triplet splitting. Hence the large 'A;—3B; promotion
energy of PbH» is mainly responsible for the very small total bond energy of Pb=Pb%%%. In
the planar MyHy series, the w-bond energy decreases gradually down group 14 (Table 26).
As expected, the calculated intrinsic 7-bond energies in HoM=MH,2%8 are higher than
the 7-bond energies based on the 90° rotation barriers (see above)272.278a

The o-bond energies also decrease on going down group 14 due to a less efficient
orbital overlap. As a result, the ratio of the o and m components of the intrinsic bond
energy of the M=M bond, (i.e. o/m) decreases down the group from 2.8 for Dy, CoHy to
1.4 for Cyp PboHy (Table 26). According to this analysis the frans-bent structures possess
even higher 7-bond character than ethene itself.

The result obtained by JZ, that the intrinsic 7-bond energy of trans-bent diplumbene
of 42.3 kcalmol~! is much larger than that of the corresponding planar H,Pb=PbH,
of 20.6 kcalmol~!2%® (Table 26), was questioned by Schleyer and coworkers®?*.
They have calculated for trams-bent diplumbene a rotation barrier (Cpn — Cs) of
only 13.1 kcalmol~!, significantly smaller than the rotation barrier (Do — Dsg) of
20.3 kcalmol~! for the planar structure. The latter value is very similar to the
intrinsic 77-bond energy of 20.6 kcalmol~! calculated by JZ28. The similarity of these
two m-bond energies indicate that hyperconjugation is not important energetically in
the rotated HpPb®—°PbH; structure. Thus, hyperconjugation cannot explain the large
discrepancy between the m-bond energies calculated for the trans-bent isomers by the
two group5224'268. The small rotation barrier of only 13.1 kcalmol~! lead Schleyer
and coworkers to conclude that in the trans-bent HoPb=PbH; the 7 overlap is
small??*,

The surprising fact that dissociation of some M—M single bonds requires more energy
than dissociation of the corresponding double bonds (Table 26) was attributed by JZ268
mainly to the high ‘preparation energy’ of the MH; fragments, in contrast to the very
small ‘preparation energy’ of MHj3 radicals. In other words, HyM=MH, dissociates to
the favorable singlet closed-shell ground state MH, fragments, while the MH3 radicals
formed from H3MMH3 are not as favorable (see Section V.A.2 and Table 3). Hence, the
dissociation of HoM=MH; may be easier than that of H3MMH3, although the intrinsic
bond energy of the double bonds is always higher than that of the M—M single bonds.
This, and the theoretical evidence that the 7 bond makes an important contribution to the
overall M=M bond strength underlines the fact that the heavier HyM=MH, have real
double bonds2%®8. This conclusion is supported by calculated M=M bond orders, which are
larger than 1 for all M=M bonds except M = Pb, i.e. the calculated Wiberg bond indices
are 1.88, 1.65, 1.49 and 1.09 for M = Si, Ge, Sn and Pb, respectively?>* (similar results
were obtained by Lendvay?°! using a different bond order method). H,Pb=PbH,, for
which the Wiberg bond index is only 1.09 and the rotation barrier is 13.1 kcal mol ! 224,
is an exception and is best described as a HoPb*—°*PbH, singlet biradical with mod-
est interactions between the singly-occupied orbitals rather than as a doubly-bonded
species?24.

The character of M=M (M = Si to Pb) double bond was also addressed in a recent
analysis using electron localization functions (ELF). In a very simplistic way, ELF rep-
resents the probability of finding two electrons with the same spin « (or 8) in a given
space. In regions where this probability is small, electrons are localized. ELF divides the
valence electron density into regions of bonding and nonbonding electron pairs. Based
on the similarities in the topographical ELF representations of ‘classical’ planar double
bonds and trans-bent M=M double bonds, it was concluded that all heavy element M=M
bonds, even in strongly bent molecules, can be described as real double bonds 292,
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3. Stability relative to isomeric structures

a. Relative to the corresponding metallyenes. Grev formulated simple guidelines,
according to equation 2426 for estimating the thermodynamic stability of HoM=MH,
species relative to the corresponding metallylenes, HMM'H3 (50) (equation 25). In
equation 24, D(H3M—H) is the M—H bond dissociation energy, D is the 7= bond energy
of HbM=M'H; and DSSE (MH,) is the divalent state stabilization energy of MH; (see
equation 4, Section V.A.2). Equation 24 uses typical values of o and m bond energies
and DSSE values which are available either from theory or from experiment293'294.

M—M'H;
/
H
(50)

AH (equation 25) = D(H3M—H) — D(HsM'—H) + D, — DSSE(MH,)  (24)
H,M=M'H, —— HMM'Hj (25)

For example, based on equation 24, it can be concluded that the isomerization reaction
of HpM=CH, to HMCH3 becomes more exothermic as M becomes heavier, due to the
decrease in the M—H bond dissociation energy (Table 3) and in Dy, and the increase in
the DSSE of the MH, fragments. This conclusion is supported by ab initio calculations.
For example, equation 24 leads to predicted isomerization energies of HoM=CH,, M=Si
and Ge of 5.8 and —15.3 kcal mol~!, respectively, in good agreement with the ab initio
calculated values of 429 and —15%% kcalmol ™!, respectively.

The calculated isomerization energies of HyM=M'H; to HMM'H3 and the activation
barriers for this isomerization are collected in Table 277:269-295.296—=301 Qpe of the major
conclusions from Table 27 is that doubly bonded molecules involving elements heavier
than silicon are unstable thermodynamically toward isomerization to the corresponding
metallylenes. However, the barriers for the isomerization are significant for all heavier
group 14 elements, thus stabilizing kinetically the doubly-bonded isomers toward iso-
merization and suggesting that both HoM=M'H, and HMM’'H3 should in principle be

TABLE 27. Reaction energies (AE) and activation barriers (E,) for the isomerization of
H,M=M'H, to HMM'H3 (equation 25)¢

M Si Ge Sn Pb
Reaction AE E, AE E, AE AE
H,M=MH, — HMMHj3 7.9 17.3° 23 t0 —2.0¢;2.4¢ 12—147 —21° —6.4°
H,M=CH, - HMCH3; 4.7 to —2.17 422 —114t0 —1597 13.0-15.0¢ — —
H,M=SiH, — HMSiH3; 7.9b:8 17.3¢ —3.2h 13.0" — —
9In kealmol~!. A negative sign indicates that the isomerization is exothermic.

b At the G1 level; from Reference 298. For older (usually lower level) values, see Reference 7.
€At MP3/6-31G(d,p)//HF/6-31G(d); from Reference 299.

d At various CISD and CCSD levels; from Reference 296.

€At CI/ECP; from Reference 269.

f At various correlated computational methods; from References 295 and 300.
8 AE for HySi=SiH, ™ — HSiSiH3 ™ is —3.0 kcalmol~1297,

hCCSD(T) all-electron calculation; from Reference 301.
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observable molecules 279 ~277:296.301 When substituents other than hydrogen are present,

the DSSE of MR increases with the electronegativity of R?® and AH of equation 25
becomes more exothermic.

b. Relative to bridged isomers. i. Hydrogen bridged isomers. Hydrogen bridging is com-
mon in electron deficient molecules such as boranes and other group 13 compounds*3.
Hydrogen bridged structures are preferred also for strained heavier group 14 molecules
such as 3-MRs and metallatetrahedranes (see Sections V.E.l.a.iv and V.E.2.c). Trinquier
predicted, based on equation 20, that when AEsT(MH>) > %E(H_ﬂ (HM=MH,)?209-302
the MoH, systems prefer to have doubly- (48) or singly- (51, R = H) hydrogen-bridged
structures over the frans-bent (or planar) HoM=MH; structures. Actual calculations
support this prediction, but there are exceptions as discussed below. The doubly hydrogen-
bridged structures, 48, have two 3-center—2-electron MHM bonds with no formal M—M
bond, while the singly hydrogenbridged isomers 51, R = H have a 3-center—2-electron

hydrogen bridge between the metal atoms and a dative bond from one metal to the
other?73-302,

R R
v W
(51

At the SCF/DZP level, the doubly-bonded H;Si=SiH, (Djy) and HoGe=GeH, (Cyp)
isomers are the most stable species on the Si;Hs and GepHs PESs, respectively.
Doubly-bridged isomers were also located as minima, but they are higher in energy
(Table 28%69-281.284.302y 'The singly hydrogen-bridged isomers do not exist for M = Si
and Ge?®. For SnyH4 and PbyHy the dibridged 48, R = H are the most stable, and the
stability order of the other isomers follows the order: trans-dihydrogen bridged (48, R =
H) (the cis-isomers are by a few kcalmol~! less stable) > singly hydrogen bridged (51,
R = H) > HMMHj3(50) > trans-bent HoM=MH, (46). Thus, the conventional doubly-
bonded isomer 46 is the least stable isomer for SnoHy and for PbyHy. For PbyHy, the
trans-bent isomer is actually not even a minimum on the PES302. The finding that a
doubly-bonded structure does not exist for diplumbene is consistent with equation 20,
as AEgt of PbH, of 34.8 kcal mol~! > %EU_H, (H,Pb=PbH,) of ca 25-30 kcal mol 1.
We note, however, that equation 20 fails to predict the existence and high stability of the
dibridged isomer of SnpHy, as AEgT of SnHj of 23 kcal mol~! is smaller than %EU_H,
of HySn=SnH; of ca 30-35 kcalmol~!2%°. AEgr of SiH, and GeH, of 1821 and
22 kcalmol ™!, respectively, are smaller than %E(H_ﬂ of H,Si=SiH, (35-38 kcalmol™!)
and HyGe=GeH, (30-35 kcalmol™!), consistent with the fact that the doubly-bonded
isomers are lower in energy than the hydrogen-bridged isomers. Interestingly, for all
heavier group 14 elements the binding energy of the doubly-hydrogen bridged isomers
(48, R = H) relative to two isolated MH, fragments is 30 & 3 kcal mol 1269,

The first experimental example of a doubly-hydrogen bridged structure, i.e.
trans-[RSn(u-H)]» (R = 2,6-TipoCgH3, Tip = 2,4,6-triisopropylphenyl), was reported
recently393. This compound is stable in the solid state at room temperature, but in
hydrocarbon solvents (e.g. hexane, benzene, toluene) and diethyl ether it dissociates to
RHSn monomers.
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TABLE 28. Geometries and relative energies (AE) of various isomers of MpHs and MjF4 and
their dissociation energies (AE’)?
MRy RoM=MR, R,M—MR, RMMR; RM(R)>;MR RMRMR,
47° distorted® 50 484 51¢
CHy AE 0.0 80.1 164.71
AE'S —192.0 — —111.9 —27.3f
dM—M) 132.2 148.7 — —
d(M—R—M) 128.2f
/RMR 83.0/
CyFy AE 0.0 44.0 38.9 118.8
AE'$ —56.3 —123 —174 62.5F
dM—M) 130.2 149.4 153.5 — —
d(M—R—M) 169.71
/RMR 78.4f
SipHy AE 0.0 —1.2h 9.8 22.5
AE'$ —53.7 —53.4h —439 -31.2
dM—M) 211.7 218.4" 239.9 — —
d(M—R—M) 165.4
/RMR 77.2
SipFy! AE 0.0 (0.0) —11.7 (—41.09) —50.5 (—47.1) —46.8 (—40.3)
AE’8 442 (39.1)  325(—19/) —63(—8.0) —26(-12)
dM—M) 204.8 (208.6) 233.0 (265.37) 241.0 (248.3) — —
d(M—R—M) 190.6 (191.3)
/RMR 72.2 (74.7)
GeoHy AE 0.0 -32 -0.8 5.8
AE’8 —32.7 —35.9 —33.5 —26.9
dM—M) 224.5 231.5 2574 — —
d(M—R—M) 177.5
/RMR 75.9
Ge Bk AE 0.0 (0.0 -22.7 —65.2 (=72.0) —97.3 (—100.4)
AE'$ 73.5 (80.9) 50.8 8.3 (8.9) —23.8 (=19.5)
dM—M) 217.4 250.8 262.2 (263.6) — —
d(M—R—M) 199.8 (201.9)
/RMR 71.6 (74.6)
SnyHy AE 0.0 —94 —115 —185 -10.6
AE'$ —14.7 —24.1 —26.2 —33.2 —253
dM—M) 253.7 2712 288.6 — 274.4
d(M—R—M) 193.3 204.4/191.5
/RMR 73.9 87.7!
SmF, AE 0.0 —31.3 -73.1 —133.1
AE'S 82.2 51.5 9.1 —50.9
dM—M) 247.0 282.6 294.3 —
d(M—R—M) 2113
/RMR 69.6
PbyHy AE 0.0 —19.8™ —26.2 —43.7 —28.4
AE’8 15.0 —48 —11.2 —28.7 —13.4
dM—M) 2572 299.9 295.9 — 293.6
d(M—R—M) 203.8 202.0/213.3
/RMR 74.1 89.9!
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TABLE 28. (continued)

MRy RoM=MR, R;M—MR, RMMR; RM(R):;MR RMRMR,
47" distorted® 50 484 51¢
Pb,Fy AE 0.0 ~77.8 —1235 —212.2
AE'$ 149.9 72.1 26.4 —62.3
dM—M) 249.9 2943 307.7 —
d(M—R—M) 220.1
/RMR 70.9

4CI//HF/DZ calculations using ECPs for all non-hydrogen atoms with inclusion of relativistic effects for Sn and Pb.

Energies in kcalmol~!, bond lengths in pm and bond angles in degs. The data for MyHy are from References 269
and 302, and for MpF4 from Reference 281.

For the planar Dy}, geometry. This geometry is not a minimum on the PES, except for HyC=CH,, F,C=CF,
and H,Si=SiH; (D,}, HpSi=SiH; is also not a minimum when optimized at correlated levels of theory).

“For MpH, the given data are for the trans-bent Cpy dimetallenes (46); for MyF, the data are for the twisted
triplet éGB) MjFy in Cy symmetry. Trans-bent Cop MpF4 are not minima for all M.

4Data for the trans-isomer (48). The cis-isomers are 2—3 kcal mol ™! less stable and their structural parameters
are almost identical to those of the frans-isomers.

“The singly-bridged isomer was located as a minimum only for SnyHy and Pby Hy

 Constrained to Cpp symmetry. Not a minimum on the PES.

8Energy relative to two MRy units in the 'A; state.

"Data at B3LYP/DZ+P?24 (a trans-bent Cyp structure could not be located at HF/DZP26%). See Table 26 for
values at other levels of theory.

iValues in parentheses are at BALYP/DZP++; from Reference 284a.

JFor 46, M = Si, R = F, which is a minimum at B3LYP although with a very weak Si=Si bond?842,
kValues in parentheses are at BALYP/DZP++; from Reference 284b.

!The MHM angle.

"Not a minimum on the PES302.

ii. w-Donor bridged isomers. Halogen substituents often increase the singlet—triplet
splitting of MX; (X = halogen) beyond the critical value of %E(H_ﬂ required (according
to equation 20) to favor stable bridged structures. This implies that in dimers of MX>, a
direct MM link is less favored and bridged arrangements, e.g. 48, R = X, become the
most stable.

Trinquier and Barthelat computed all group 14 M>Fy species using Hartree—Fock geom-
etry optimizations and CI relative energies®! and their results are presented in Table 28.
The planar FyM=MF; (Djy},) structures are not minima on the PESs for all group 14 ele-
ments (except C) and they are unstable toward dissociation to two MF; units. However,
the detailed features of the potential energy surfaces change significantly down group
14. The global minima of MyF, are: FoC=CF; (Dyy) for M = C, the silylene FSi—SiF3
(Cs) for M = Si and the fluorine dibridged structures (48, R = F) for Ge, Sn and Pb28!
(Table 28). The latter prediction is in agreement with the experimental structures of several
MyX4 and M3X,Rj, R = alkyl, aryl compounds of Ge, Sn and Pb304.305 The binding
energies of the fluorine dibridged MjF, structures relative to two MF; units increase
in the order (values in kcalmol™'): 2.6 (Si) < 23.8(Ge) < 50.9(Sn) < 62(Pb)*®!. This
order contrasts the almost constant binding energy of ca 30 kcalmol~! of HM(u-H), MH
compounds?%? (Table 28). For M = Ge, Sn and Pb the F;MMF metallylenes are by 32.1,
60.0 and 88.7 kcal mol_l, respectively, less stable than the fluorine dibridged isomers (48,
R=F).

The trans-bent HFSi=SiHF is the most stable H;SipX, isomer, but the fluorine
bridged HSi(u-F)>SiH and the hydrogen bridged FSi(u-H),SiF isomers are by only
9.5 and 6.1 kcalmol™! [at MP3/6-31G(d)//HF/6-31G(d)] higher in energy, and they
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are substantially more stable than the corresponding silylenes®*®. The small energy
difference between HSi(u-F)>SiH and HESi=SiHF lead Maxka and Apeloig3% to suggest
that the species which was observed by low-temperature NMR and claimed to be c-
CsHsFSi=SiF(CsHs-¢)3Y7 is actually the difluoro-bridged ¢-CsHsSi(u-F),Si(CsHs-c).

Attempts to determine the structure of Ge;Bry by gas-phase electron diffraction were not
successful, probably due to the interference from bridged dimers>%®. A subsequent ab initio
investigation (at HF/DZ+d) found Ge,Cls and Ge;Bry to be the cis-dibridged complexes,
but these dimers are only weakly bound (by less than 10 kcalmol™!), explaining the
experimental difficulties®®. Dimerization of RCIM (R = 2,6-Mes;CgH3) lead for M =
Ge to the isolation of RCIGe——GeRCl with a weak Ge—Ge interaction [d(Ge—Ge)
= 244.3 pm], while for M = Sn an asymmetric dichloro-bridged dimer, RSn(x-Cl);SnR,
was isolated with Sn—Cl bond lengths of 260 and 268.5 pm310. Both compounds are stable
at room temperature in both the solid state and solution, and they were characterized by
X-ray crystallography310. The fact that R;SnyCl, is bridged while RyGe,Cly is not, is
consistent with the stability order calculated for MyF4 (Table 28). Calculations for My X4,
X = Cl, Br are not yet available.

The dibridged structures (48, M = Si) are substantially stabilized also by amino and
hydroxy bridging groups, i.e. HSi(u-NH;);SiH is by 10 kcalmol~' more stable and
HSi(1-OH),SiH is by only 3.2 kcal mol ™! less stable than the corresponding RHSi=SiRH
disilenes3!!.

The dimerization of (RpN),Si is a particularly interesting example of the interplay
between Si---Si bonded structures and dibridged structures (see also Section VI.B.2).
Scrambling experiments of the dimerization of (i-ProN)>Si (produced by reduction of
the corresponding chlorosilane with K in boiling benzene) at 75° C were interpreted to
be consistent with the intermediacy of the N-bridged dimer, 48, R = (i-Pr);N, although
a more complex sequence of reactions involving (i-ProN),Si=Si(N(Pr-i)2),, could not
be excluded?®>°. This interpretation was consistent with earlier theoretical predictions
by Apeloig and Miiller?!12, In contrast, (i-PrN)»Si (produced photolytically at 77 K)
dimerizes to the disilene (i-PraN)>Si=Si(N(Pr-i),)22%%°. To gain more insight into this
puzzle, Takahashi and coworkers studied computationally the dimerization of (RyN),Si,
R = Me and i-Pr?832. The computations show that the tetraaminodisilenes and the N-
dibridged dimers are both minima on the PES for both R = Me and i-Pr. However,
the dibridged (Me;N)Si[u-(NMe»)]2Si(NMe,) dimer is by 12.5 kcal mol~! [at MP2/6-
311G(d,p)//MP2/6-311G(d,p)] more stable than the corresponding disilene, but 48, R =
(i-Pr);N is by 16.0 kcal mol~! [at MP2/6-31G(d)//B3LYP/6-31G(d)] higher in energy than
(i-PryN)2Si=Si(N(Pr-i)2)>. The very large change in the relative stabilities between R =
Me and R = i-Pr of the N-bridged isomers relative to the corresponding disilene isomers
results [in addition to the change in AEg7 of the corresponding silylenes (see Section
VIL.B.2)] from the severe steric interactions between the bulky i-Pr groups in the dibridged
isomer. These interactions are significantly smaller when R = Me than when R = i-Pr283¢,
The calculations thus imply that for R = i-Pr both isomers may exist, and the higher
energy of the bridged species suggests that it should be formed at higher temperatures
while the disilene should be favored at lower temperatures. The computational study was
accompanied by two new experiments in which the (i-Pr;N)>Si monomer was produced
photolytically under the same conditions but at different temperatures. In agreement with
the theoretical predictions, scrambling, pointing clearly to the intermediacy of the N-
bridged dimer 48, R = N(Pr-i),, occurred only above room temperature, while the disilene
isomer was formed only at low temperatures?832. The calculations and experiments are
now in harmony.
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C. R;M=X Compounds

For many years, the existence of the heavier element congeners of ketones, R,C=0
(‘heavy ketones’), imines, RyC=NR’ or phosphenes, RyC=PR’ which include heavier
group 14, 15 and 16 elements was doubted. However, in the last two decades sta-
ble RyM=X compounds have been prepared by taking advantage of the kinetic stabi-
lization gained by using very bulky R substituents?*2~¢312.313 Recent successful syn-
theses of stable ‘heavy ketones’ include: RR’Si=S$3132 RR'Ge=X (X=8313b Se313b
and Te313¢) and RR’Sn=X (X = S and Se)?*®313d:¢ where R and/or R’ are, e.g. 2,4,6-
tris[bis(trimethylsilyl)methyl]phenyl (denoted as Tbt) or 2,4,6-triisopropylphenyl (Tip).
Stable compounds RyM=O0 are still not available, but HySi=0 was detected and identi-
fied spectroscopically in the gas phase3!%2~¢ and in matrix>144~f and (CH3),Si=0 and
Ph,Si=0 were detected in a matrix and studied by IR spectroscopy>'4€. Evidence for the
existence of HyGe=03152 and Me,Ge=03'%" in a matrix was obtained from IR Spectra.
The assignment of the vibrational spectral bands of Me;Ge=0O was done in compari-
son with the calculated frequencies and IR intensities’'>°. Similarly, stable RyM=NR/,
M = Si, Ge, Sn and R;M=PR’, M = Si, Ge and Sn, were recently synthesized24a*°.

1. Structures and bond energies

A theoretical investigation of the M=X bond lengths and the relative o- and m-bond
energies of HyM=X (for all group 14 M and group 16 X)3!32 accompanied efforts to
synthesize stable RyM=X compounds>!3, and these results and those of related studies
are presented in Table 2976224316,

The calculated M=X bond lengths are shorter by 8—10% than the corresponding single
M—X bond lengths irrespective of the identity of M or X. This bond length contraction is
slightly smaller than in HyC=X, being 15% for X = O and 10% for X = Te (Table 29).
The o- and m-bond energies were calculated using the procedure suggested by Schleyer
and Kost>, according to which the difference in energy between two M—X single bonds
and a M=X double bond is calculated by means of isodesmic equations. The M=X m-bond
energy is then calculated by subtraction of this energy difference from the dissociation
energies of the corresponding singly-bonded systems. The latter dissociation energies are
also taken as the o-bond energy component of the total M=X bond energy>°.

Nearly equal o- and w-bond energies are found only for HyC=0, which also has the
strongest 7 bond in the series. The strongest o bond in the series is that of Si=0. The
o- and m-bond energies decrease as M or X become heavier (Table 29). For a given X,
the o/ ratios for HySn=X and H,Pb=X are significantly higher than for H,Si=X and
H>Ge=X (which are yet larger than for HyC=X). The o/x ratios are also significantly
higher for HoM=0 than for the corresponding heavier HoM=X congeners, except for
M=C where the trend is opposite (Table 29). The high o/m ratios for all M elements
explains the high reactivity of these M=X doubly-bonded compounds in addition reac-
tions, because the formation of two new o bonds to M and X with a concurrent cleavage
of the 7 bond results in a substantial overall energy gain, which increases for the heavier
M congeners3132,

The M=0 double bonds are highly polarized; the metals are highly positively charged
(+1.5e to +1.7e) and the charge increases in a ‘zig-zag’ pattern from M = Si to M = Pb.
The oxygen has a charge of ca —1. The 7- and o-electron densities are both polarized
toward the oxygen. HyC=O0 is significantly less polarized; the charge on the carbon is
+0.3e and on oxygen —0.5e. The M=O bond orders in HobM=0, M = Si to Pb are in
the range of 0.8—0.9 compared to 1.4 for M=C, reflecting the higher ionic character of
the M=O bonds in the heavier analogs of formaldehyde3!©.
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TABLE 29. M=X bond lengths (pm) and bond energies (kcal mol™!) in
HyM=X (X =0, S, Se and Te)“

HoM=X Parameter X
(6] S Se Te
H,C=X dM=X) 120.0 161.7 175.8 194.9
dM—X)? 142.1 183.5 197.9 216.5
o 93.6 73.0 65.1 57.5
b4 95.3 54.6 432 32.0
o+ 188.9 127.6 108.3 89.5
o/m 0.98 1.34 1.51 1.80
H,Si=X dM=X) 151.4 194.5 208.2 228.8
dM—X)? 164.9 214.8 229.4 250.8
o 119.7 81.6 73.7 63.2
b 58.5 47.0 40.7 32.9
o4 178.2 128.6 114.4 96.1
o/m 2.05 1.74 1.81 1.92
H,Ge=X dM=X) 163.4 204.2 2174 237.3
dM—X)? 178.8 225.6 239.3 259.6
o 101.5 74.1 67.8 59.1
7 459 41.1 36.3 30.3
o+m 147.4 115.2 104.1 89.4
o/m 221 1.80 1.87 1.95
H,Sn=X dM=X) 180.2 2222 234.6 254.3
dM—X)? 195.0 2438 256.5 276.8
o 94.8 69.3 64.3 56.4
T 32.8 33.5 30.6 26.3
o+ 127.6 102.8 94.9 82.7
o/m 2.89 2.07 2.10 2.14
H,Pb=X dM=X) 185.3¢ 2273 239.4 259.0
dM—X)? 202.5¢ 250.2 262.8 281.9
o 80.9 60.9 57.0 50.3
P 29.0 30.0 27.8 24.4
o4 109.9 90.9 84.8 74.7
o/m 2.79 2.03 2.05 2.06

@At B3LYP/TZ(d,p)//B3LYP/TZ(d,p); o- and -bond energies were calculated according
to the procedure proposed in Reference 56 from Reference 313a. For calculations of
H,M=0O0 at other computational levels, see References 224 and 316.

bIn H3MXH.

¢ At B3LYP with quasi-relativistic ECPs, the Pb=0 and Pb—O bond lengths are 192.7 pm
and 211.4 pm, respectively (194.3 pm and 208.7 pm with nonrelativistic ECPs)31.

The 7-bond strengths of HM=XH where X is a heavy group 15 element, i.e. X =P,
As, Sb and Bi (as calculated from rotational barriers), decreases with increasing atomic
numbers of M and X. It is 47 kcalmol~! for H,C=PH and it decreases to ca 32, 29 and
22 kealmol ™! for H,Si=PH, H,Ge=PH and H,Sn=PH. The 7-bond energies decrease
further for heavier X elements, i.e. they are 28, 23 and 21 kcal mol~! for HpSi=X,
X = As, Sb and Bi, respectively317.

2. Isomerization to metallylenes

Calculated reaction energies and activation barriers for the isomerization of RR'M=X to
the corresponding metallylenes RMXR' are given in Table 30. Except for M = C (where
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H>C=0 is more stable than HCOH by ca 52 kcal mol_l), the divalent metallylenes,
HMXH, are more stable than the corresponding HoM=X, and the isomerization becomes
more exothermic for heavier M; e.g. silanone and hydroxysilylene have nearly the same
energy, but germanone is by ca 24—31 kcal mol~! less stable than hydroxygermylene and
HPbOH is more stable than HoPb=0 by 69.5 kcalmol~! 310 (Table 30290:316,318—=324)
However, very high barriers separate the doubly-bonded compounds from their divalent
isomers (this was calculated only for M = Si and Ge), so that both isomers are relatively
stable kinetically toward this isomerization reaction.

A very significant substituent effect was found for the RR'M=0 — RMOR’ rearrange-
ment (Table 30). In general, the isomerization reaction becomes less exothermic (or more
endothermic) when hydrogen is substituted by other groups and the activation barrier for
the rearrangement increases. For example, the isomerization reactions of Me;Si=0 and
Me;Ge=0 are less exothermic by ca 20 kcal mol~! (for Me,Si=O0 it is endothermic
by 21.1 kealmol~!) than for the corresponding HyM=0 and the rearrangement barriers
increase by 18 and 12 kcal mol~! to 75.0 and 61.8 kcal mol~!, respectively31©-31%. These
large barriers ensure that both isomers will survive if produced, as was demonstrated

TABLE 30. Reaction energies (AE) and activation barriers (E,) for the isomerization of
RR'M=XH,, to RMXH, R

s(1

M Si Ge Sn Pb
Reaction AE E, AE E, AE AE
H,M=0 — HMOH —1.82; —0.2¢ 57.0¢ —30.7"; —23.8¢ 4799 —49.0> —69.5¢
Me;M=0 — MeMOMe 21.1%; 2077 75.0F —11.5%; —6.6%/  61.8%F —31.52 —55.3b¢
HFM=0 — FMOH? —35.7 45.7

F,M=0 — FMOF" 61.4 109.8

H(M=0)OH — M(OH),’ -79 —30.0 —504 —73.6
H(M=0)OH — HMOOH' 104.7 75.8 56.3 26.9
H,M=NH — HMNH,/ S —142 54.6 —32.6 452

HoN(HM=NH — M(NH,),’  —19.2 50.8 —40.7 40.6

H,P(H)M=PH — M(PH,),* 18.2 474 2.1 425 —148" —32.4m

9In kealmol~!. A negative sign indicates that the isomerization is exothermic. Only recent high level calculations
are included.

bt B3LYP/(ECP); from Reference 316, see also Reference 296. For HyC=O0 the isomerization is endothermic
by 52.2 kecal mol~ 1316,

€At G2//MP2/6-31G(d); from Reference 318.

4 At B3LYP/6-31 1G(d); from Reference 319a.

¢Including the contribution of relativistic effects.

T At B3LYP/6-311G(d); from Reference 320.

8 At CCSD(T)/6-311G(d)//B3LYP/6-311G(d); AE for R = Cl and Bris —33.0 and —32.1 kcal mol ™~ 1 respectively;
E, for R = Cl and Br is 42.3 and 42.9 kcal mol’l, respectively; AE and Ej, for the reaction HFGe=0 — HGeOF
are 81.2 and 114.7 kcalmol ™!, respectively; from Reference 319b.

hAt CCSD(T)/6-3114++G(d,p)//B3LYP/6-311G(d); AE for R=Cl and Br is 354 and 28.1 kcal mol ™!,
respectively; E, is 62.8 and 54.0 kcal mol ™!, respectively; from Reference 319a.

At CCSD(T)/ECP(TZ2P)//BLYP/ECP(TZ2P); from Reference 321a. For M = C the isomerization is endothermic
by 41.8 kcal mol~ 13212,

J At CCSD(T)/ECP; from Reference 322, see also Reference 323.

kAt MP2/LANL1DZ+P; from Reference 324.

!The activation barrier is 39.8 kcal mol™!324,

MThe activation barrier is 38.2 kcal mol~1324,
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recently by the observation of the IR spectrum of a mixture of MeSiOMe and Me;Si=0
produced in a matrix at low temperature in the photo-irradiation of a co-condensate of Si
and MeOMe320,

For HR'M=0, two isomerization reactions are possible: (a) HR’'M=0 — R’'MOH and
(b) HR'M=0 — HMOR'. In general, for R’ = F, Cl, Br reaction (a) is expected to be
preferred over reaction (b) due to the stronger OH bond relative to OR’ and also to be
more exothermic than for H;M=O0 due to the increased stability of R'MOH, as a result
of electron donation from the halogen lone-pair to the empy p orbital on M in R’'MOH.
Indeed for M = Ge the rearrangement energy of FHM=0 to FMOH is more exothermic
and the rearrangement barrier is lower relative to that of the parent system (Table 30). On
the other hand, reaction (b) is highly endothermic for M = Ge, R’ = F, Cl, Br and the
barrier for rearrangement increases dramatically; e.g. for R = F, AE = 81.2 kcal mol ™!
and E, = 114.7 kcalmol™! [at CCSD(T)/6-311G(d)//B3LYP/6-311G(d)]*!°®. This large
substituent effect was attributed to the much stronger Ge—F bond relative to the O—F bond
[e.g. the corresponding bond dissociation energies are (kcal mol~1): Ge—F = 116, O—F =
5313190 Similarly, high energies and reaction barriers were calculated for RyGe=0
(R =F, Cl, Br, Table 30)319a. A similar trend, with even stronger halogen substitution
effects, was calculated for silanones, i.e. AE (HFSi=0 — HSiOF) = 126.5 kcal mol~!
vs. —5.4 kcalmol™! for H,Si=0 [MP3/6-31G(d,p)//3-21G]?%.

Formic acid is the most stable HyCO, isomer. In contrast, for all heavier group 14
elements the divalent dihydroxycarbene analogs, M(OH);, are more stable than the cor-
responding H(MM=0)OH acids (Table 30), and the former becomes relatively more stable
as M becomes heavier; i.e. AE (HM=0)OH — M(OH), (in kcal mol~1) is: Si(=7.9) <
Ge (—30.0) < Sn (—50.4) < Pb (—73.6). These results show again that divalency is increa-
singly preferred over tetravalency on moving down group 14 (see also Sections V.A.3 and
V.C.3). However, for all M, the tetravalent formic acid congeners are more stable than the
corresponding hydroperoxy divalent congeners, HMOOH, though the stability of the latter
relative to the acid increases on going from M = Si to M = Pb (Table 30)32!.

The isomeriztion reactions of HoM=NH to HMNH; and of H;N(H)M=NH to
M(NH;), are exothermic but the barriers for these reactions are high (Table 30).
The exothermicity of these rearrangements increases from —14.2 kcalmol™! for
the isomerization of H,Si=NH to —32.6 kcalmol~! for H,Ge=NH and from
—19.2 kecalmol~! to —40.7 kcalmol~! for the isomerization of HyN(HM=NH, M =
Si and Ge, respectively. In contrast to H>Si=NH, the isomerization of H;Si=PH to
HSiPH; is endothermic by 14.3 kcal mol~! [at G2//MP2/6-31G(d)3?%?, 15.0 kcal mol~! at
MP3/6-31G(d)//HF/3-21G(d)**%*] and the barrier to this 1,2-H shift is 40 kcal mol~! 3260,
Calculations for this isomerization for the heavier M congeners are not available. The
isomerization of HoP(H)Si=PH to Si(PH;), is endothermic by 18.2 kcal mol~! and it
becomes less endothermic down group 14, becoming exothermic by —32.4 kcal mol~!
for M = Pb (Table 30)32*. These trends reflect the higher stability of the heavier group
14 metallylenes.

D. Increasing the Number of Double Bonds
1. Heavier analogs of 1,3-butadiene

Two recent remarkable experimental achievements in this field are the syntheses by Wei-
denbruch and coworkers of the first stable tetrasila- and tetragermabutadienes, 5293272

and 52b327b, respectively. In the crystal, the 1,2-Si=Si and 1,2-Ge=Ge bond lengths
are 217.5 pm and 235.7 pm, respectively, being longer than the Si=Si and the Ge=Ge
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double bonds in aryl-substituted disilenes and digermenes of, e.g., 214 pm and 221 pm,
respectively. The 2,3-Si—Si and 2,3-Ge—Ge bond lengths are 232.1 pm and 245.8 pm,
respectively. Both compounds adopt a twisted s-cis conformation of C, symmetry, with
Si4 and Gey4 dihedral angles of 51° and 22°, respectively. The tetrasilabutadiene has planar
Si centers, while the Ge=Ge double bonds in 52b display a considerable trans-bending
of the substituents of ca 31—-35°. The observed red shifts in the UV spectra of both com-
pounds relative to the characteristic 7—m* transitions in disilenes and digermenes and the
structural features indicate the existence of -conjugation in both metallabutadienes>?7-3%8.
Sekiguchi and coworkers reported more recently the synthesis and X-ray characterization
of a silole-type metalladiene (53); however, the structural parameters and the UV/vis spec-
trum show no indication for a significant 7z-conjugation in the silole ring3?°. Noncyclic
stable heterodienes with one or two group 14 metals have not yet been isolated, although

several such silicon and germanium compounds were suggested as intermediates2%-330.331
R .
| SiMe(Bu-t),
R \MéM\ R FBuMeSi, (!
| Ge™ "\ . SiMe(Bu-1),
M R | /Si <
S C SiMe(Bu-f)
R™ M7 U=c ’
| Ph \
R H
(52a) M =Si, R="Tip (53)

(52b) M = Ge, R = Tip

Theoretical studies of butadiene analogs which contain one or more group 14 heavy
atoms are limited to silabutadienes328:3327334 and germabutadienes®3® =337, A systematic
theoretical study of the heavier analogs of butadiene is not yet available.

2-Silabutadiene, HyC=SiH—CH=CH, (54), is the most stable SiC3Hg isomer, but
1-silabutadiene, H,Si=CH—CH=CH; (585), and methylvinylsilylidene, H3CSiCH=CH,
(56), are by only ca 5 kcalmol™! less stable332.

Two possible isomers were studied for dimetallabutadienes: 2,3-dimetallabutadiene,
57, M = Si*?® and M = Ge**7 and 1,4-dimetallabutadiene, 58, M = $i3280:333:334 4pq
M = Ge3¥.

H,C=MH-MH=CH, H,M=CH-CH=MH, H,M=M'H-M'H=MH,
s-trans s-trans s-trans
(57) M = Si, Ge (58) M = Si, Ge (59) M\M'—Si, Ge

57, M = Ge is predicted to be more stable than 58, M = Ge by ca 4 kcal mol—1337 (the
energy difference between 57 and 58 was not reported for M = Si). Substitution of carbon
by germanium (or silicon) at positions 2 and 3 has two major effects: (1) The 7 conjugation
is significantly reduced and is estimated to be about half of the conjugation energy in
1,3-butadiene (Table 31). (2) The relatively long M—M central bond reduces the steric
hindrance that causes the s-cis isomer of 1,3-butadiene to distort into a nonplanar gauche
conformation. Consequently, 57, M = Ge has two stable planar conformers, s-trans and
s-cis, the latter being less stable by only 0.4 kcalmol™! and the barrier for rotation
from the s-trans to the s-cis conformation is 1.6 kcal mol~! [at MP4/ECP(DZ—{—p)337 and
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TABLE 31. Bond lengths (pm), rotation barriers around the central M'—M’ bond, AE
(kcal mol™1), and bond separation energies AE (kcal mol™), in HM=M'H—M'H=MH,*

M M’ dM'=M)? dM'—M")b AES, AEY
H,C=M'H—M'H=CH,

C C 132.8¢ 145.67; 147.0¢ 6.71; 5.88, 7.6" 13275 12.5¢

C Si i i 2.6/ 6.0/

C Ge 179.1¢ 245.1¢ 1.68 5.08
H,M=CH—CH=MH,

Si C 174.17 142.71 10.17; 11.4" 132/

Ge C 181.7 143.2¢ 9.5%! 16.0%
HyM=M'H—M'H=MH,

Si Si i 22747 3.87 11.0f

Ge Ge 233.7" 248 .4m 2.9" 11.7"

9Data for the s-trans conformer (59).

bd(M'=M) in HyM’=MH, are: 132.2¢ M =M’ = C); 1784¢ (M’ =C, M = Ge); 232.7' M =M’ =
Ge); d(M’'—M’) in H3M'—M'H3 are: 153.17; 152.7¢ (M’ = C); 235.4/ (M’ = Si); 250.1¢(M = Ge).
CBarrier for rotation around the central M’=M’ bond.

dAccording to equation 26.

¢ At HF/DZ+P (ECP for Ge); from Reference 337.

I At B3LYP/6-3114+G(d,p); from Reference 328b.

8 At MP4/DZ+P (ECP for Ge); from Reference 337.

hat B3LYP/6-31G(d,p); from Reference 333.

iNot given.

JFor the gauche rotamer, at B3LYP/6-31G(d); from Reference 333.

kAt MP4/DZ+P (ECP for Ge); from Reference 335.

! The rotation barrier around the C=Ge bond is less than 5 kcal mol~!333
m At HF/DZ+P (ECP for Ge); from Reference 336.

" At MP4/DZ+P (ECP for Ge); from Reference 336.

2.6 kcalmol~! in 57, M = Si at B3LYP/6-311G(d,p)3?8"]. The PES of 57, M = Ge is
significantly different from that of 1,3-butadiene for which the s-trans rotamer is more
stable than the gauche rotamer by 2.8 kcalmol~! and the rotamers are separated by a
rotation barrier of 5.8 kcalmol~!, while the planar s-cis rotamer is a transition structure
connecting the two equivalent gauche enantiomers (Figure 18a).

In contrast to the reduced conjugation in 57, 7 conjugation across the central C—C
bond in 1,4-disilabutadiene (58, M = Si) is similar to that in 1,3-butadiene and in 1,4-
digermabutadiene (58, M = Ge); it is ca 1.3 times larger than that in 1,3-butadiene, i.e.
AE (equation 26) is 13.2328 4nd 16335 kcal mol~! for 58, M = Si and Ge, respectively,
compared to 12.5337-13.23%85 kcal mol~! for 1,3-butadiene (Table 31). The significant 7
conjugation in 58, M = Ge is also reflected in a shorter C—C bond of 143.2 pm compared
to 147.0 pm in 1,3-butadiene33, the higher rotation energies around the central C—C bond
and the lower rotation barriers around the C=Ge bonds (see below).

HM=M'H-M'H=MH, + 2M'H4y —— 2H,M=M'H; + H;M'M'H3 (26)

The PES for rotation around the C—C bond of 58, M=Si, Ge (Figure 18) shows two
minima: the s-frans and the gauche, while the s-cis structure is a saddle point that connects
two gauche enantiomers. The gauche rotamer is by ca 4333 and 3 kcalmol~13% for
58, M = Si, Ge, respectively, less stable than the s-frans rotamer, an energy difference
very similar to that in 1,3-butadiene. However, the rotation barrier about the central
C—C bond in 58, M = Si and Ge, of ca 10—11 and 9.5 kcal molfl, respectively, is
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FIGURE 18. Schematic PES for rotation about the central 2—3 bond in (a) 1,3-butadiene®?’, 2,3-
digermabutadiene [at MP4/ECP(DZ+p)]**” and 1,4-digermabutadiene [at MP4/ECP(DZ+p)*?*; (b)
1,4-disilabutadiene and 1,3-butadiene [at B3LYP/6—31G(d,p)]333 (® is the rotation angle, where ®
for s-trans is defined as zero and c-cis is defined as 180°). (a) is adapted from References 335 and
337, (b) is adapted from Reference 333

higher than the 5.8 kcal mol~! barrier in 1,3-butadiene (Figure 18 and Table 31). On the
other hand, the rotation barrier around the terminal C=Ge double bonds is very small,
only ca 5 kcalmol™! vs. 60 kcalmol~'in 1,3-butadiene. This peculiar property of 1,4-
digermabutadiene, which undergoes an easier rotation about its formal Ge=C double bond
than about its formal C—C single bond is a consequence of the efficient conjugation across
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the central bond and the relatively weak Ge=C =& bond. In a valence bond picture, these
rotation barriers translate to a significant (which may be even dominant) contribution of
the biradical structure, *"H,Ge—CH=CH—GeH,*3%>.

A significant contribution of the *HyM—M'H=M'H—MH,"® biradical resonance
structure is expected to favor intramolecular ring closure of 58 (or 59) to 3.4-
dimetallacyclobutene, 60a (or 60b) (Scheme 2). This is indeed the case for 58, M = Si,
Ge, for which the barrier for ring closure to 60a (from the gauche rotamer) is very small,
2.5333 and 1.0%35 kcal mol~!, for M = Si and Ge, respectively, in contrast to 1,3-butadiene
where this barrier is 43.6 kcalmol~133% (based on data in Table 32). Furthermore, the
ring closure reaction is endothermic for 1,3-butadiene, but is highly exothermic for
58, M = Si, Ge (Table 32). Another interesting difference between 1,3-butadiene and
its heavier congeners is the energy difference between the disrotatory and conrotatory
cyclization pathways. For 1,3-butadiene, the activation energy for the disrotatory ring
closure is by 19.5 kcalmol™! higher than that of the conrotatory pathway, while for
1,4-disilabutadiene the activation energy of the disrotatory mechanism is higher by only
4.2 kcalmol~1334, This difference was also attributed to the higher biradical character of
the terminal silicon atoms in 1,4-disilabutadiene relative to that of the terminal carbon
atoms in 1,3-butadiene334.

H H
H
| " H H N
H—M M y—
M
N\ _H “w? n
| —» TS] —> \ —» TS2 —>» ‘ ‘
M’ H M’
M’ AR N /M.
7N H M H \H
H M—H | H
| H
H
s-trans gauche
(58) M'=C, M =Si, Ge (60a) M’ =C, M =Si, Ge
(59) M =M’ =Si, Ge (60b) M =M’ = Si, Ge
SCHEME 2

TABLE 32. Relative energies (kcal mol~!) of stationary points on the reaction path for the
conrotatory ring closure of s-trans metallabutadienes to metallacyclobutenes (see Scheme 2)

M M s-trans TS1 gauche TS2 Metallacyclobutene
(58 or 59) (60a or 60b)

c ce 0.0 5.8 2.8 46.4 10.9

C Si? 0.0 11.4 45 7.0 —34.4

¢ Ge 0.0 9.5 3.1 4.1 —413

Si Si¢ 0.0 3.9 0.9 2.6 —30.3

Ge Ge? 0.0 29 26 1.9 -27.0

4At MP4/ECP(DZ+d); from Reference 335.
bt B3LYP/6-31G(d,p); from Reference 333.
¢At B3LYP/6-311+G(d,p); from reference 328b.
dat MP4/ECP(DZ+d); from reference 336.



1. Theoretical aspects of compounds containing Si, Ge, Sn and Pb 87

In the parent tetrasila- and tetragermabutadiene (59, M = M’ = Si, Ge) the calcu-
lated 1,2-M=M and 2,3-M—M (M = Si, Ge) bond lengths are 218.7 pm and 230.2 pm,
respectively, for M = Si>28® and 233.9 pm and 248.8 pm, respectively, for M = Ge33°,
in good agreement with the experimental values (see above)2’. The Si and Ge cen-
ters in 59, M = M’ = Si, Ge are calculated to be pyramidal328b’336, similarly to the M
centers in HoM=MH,. The X-ray structure of tetragermabutadiene32’® reveals signifi-
cant frans-bending in agreement with the calculations, but the experimental structure of
tetrasilabutadiene reveals a planar arrangement around the silicons’?’2. The degree of
conjugation in both molecules, based on equation 26, is high, ca 90% of the conjugation
energy in 1,3-butadiene3® (Table 31). However, unlike in 1,3-butadiene, the s-orbital in
59 plays a significant role in the conjugation which occurs via a by —ag orbital mixing in

the trans-bent M=M doubly-bonded units33°,

Tetrametallabutadienes (59) are kinetically very unstable. Rotation around the M'—M’
bond in the s-trans conformer to the gauche is very facile and the latter cyclizes in a highly
exothermic reaction to metallacyclobutene (60b) with a reaction barrier of only 2.5 328b
and 2.0 kcal mol~133¢ for M = Si and Ge, respectively (Table 32). The high reactivity
of 58 and of 59, M = Si, Ge towards cyclization is one of the major obstacles in the
synthesis of stable metallabutadienes. Bulky substituents, which increase substantially the
barrier for cyclization, are required for the synthesis of stable heavy group 14 analogs of
1,3-butadiene, as was demonstrated recently by the successful isolation of 52a and 52b327.

The SiyHg and GesHg PESs (Figures 19a and b, respectively) include a large number
of isomers, most of them being more stable than the tetrametallabutadienes. The two
most stable MyHg (M = Si or Ge) isomers are the metallabicyclobutanes (25) and the
metallacyclobutene (60b), which are by ca 30—40 kcalmol~! more stable than the s-
trans, 59 (M =M’ = Si or Ge)3280:336_ Eor Gey4Hg, the hydrogen-dibridged structures
are the least stable on the GesHg PES336 (Figure 19b). The relative energies of the
analogous hydrogen-bridged isomers on the SiyHg PES are not available. The PES of
C4Hg is, as expected, dramatically different: the s-trans 1,3-butadiene is the global min-
imum, and cyclobutene and bicyclobutane are less stable by 14.8 and 31.1 kcalmol™!,
respectively3?8 (Figure 19a). The PESs of SngHg and PbsHg have not yet been studied.

The increasing complexity of the PESs of M4Hg as M becomes heavier was summarized
beautifully by Trinquier: “The thirteen isomers studied in this work (for GesHg) are
far from being the only possibilities for such an M4Hg system. The two unsaturations
in Ge4Hg can be accommodated by any combination of the following permitted forms
of unsaturation in germanium compounds: triple bond, double bond, three membered
ring, germylene divalent form, and double hydrogen bridge. .. this allows some thirty
feasible structures. For heavier systems involving tin or lead atoms, one should add the
single hydrogen bridge as a further possible form of unsaturation, expanding the structure
diversity to some sixty conceivable minima, whereas carbon, with its propensity to give
fewer minima, would largely favor multiple bonded arrangements, such as butadiene and
butyne forms’330. However, as we have noted above for other parent systems, the number
of possible isomers will be reduced significantly when the hydrogen atoms are replaced
by alkyl (or aryl) groups.

2. Heavier analogs of allene

The first stable 1-silaallenes (R28i=C=CR/2) and 1-germaallenes (RzGe=C=CR/2)

were synthesized recently by West and coworkers>382=4  Stable 2-metallaallenes,
R;C=M=CR,, are not yet known. In contrast to allene (61), which has a
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FIGURE 19. (a) Relative energies of SisHg and C4Hg isomers [at B3LYP/6-311+G(d,p)//B3LYP/6-
3114G(d,p) + ZPE]; hydrogens are not shown; adapted from Reference 328b. (b) Relative energies
of GesHg isomers [at MP4/ECP(DZ+p)]; adapted from Reference 336
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TABLE 33. Selected properties of RyM=C=CH, and H,C=M=CH,“

Metallaallene Bending Pyramidality AEy,? AE*
angle, o PG
RoM=C=CHj,
M=Si,R=H 180.0 360.0 — —1.1
R =Me 180.0 360.0 — —
R = H3Si 180.0 360.0 — —
R=F 147.1 3325 59 —
M=Ge,R=H 162.3 3427 0.9 —-1.4
R =Me 159.6 346.7 1.1 —
R = H3Si 165.9 346.1 0.55 —
R=F 140.0 317.0 20.6 —
M=Sn R=H 157.2 327.2 42 3.0
R =Me 154.5 330.0 4.4 —
R = H3Si 161.0 3274 32 —
R=F 141.1 308.5 294 —
M=Pb,R=H 1534 316.1 11.1 8.7
R =Me 150.3 321.9 12.1 —
R = H3Si 159.4 311.3 9.1 —
R=F d d d d
H,C=M=CH,

M=Si 180.0 360.0 — —-9.2
M = Ge 179.9 360.0 0.01 =77
M = Sn 1353 352.0 2.44 —7.6
M=Pb 122.0 3494 473 -1.6

4Angles in deg, energies in kcalmol~!. The definitions of o and £6 are given in
Figure 20. Calculated at B3LYP/SDD//B3LYP/SDD (SDD denotes the Stuttgart/Dresden
double zeta ECP); at this level results are available for all species339a. For some of these
systems, calculations at higher levels are also reported in Reference 339a.

b AEy, = E(linear, Dyy,) — E(bent).

CStabilization energies calculated by the bond separation in equations 27a and 27b.
4Not a minimum on the PES.

linear C=C=C skeleton, the X-ray structures of TipgSi:C:C(Bu—[)ZSSSa’b and
TingeZCZC(Bu—t)ZSSSC_e, exhibit a nonlinear M=C=C skeleton, bent at the central C
atom with the MCC bond angle, «, being significantly smaller for M = Ge (159.2°) than
for M = Si (172.0°). The Ge and Si atoms are not planar, and the Ge atom is more strongly
pyramidalized than the Si atom (the sum of the bond angles, %6, around M is 348.4° for
Ge and 357.2° for Si). Is the M=C=C (M = Si, Ge) skeleton inherently nonlinear as
found experimentally, or do the observed bent structures reflect substituent effects, crystal
packing forces etc.? A computational study by Sigal and Apeloig of R,M=C=CH, (62)
and of HoC=M=CHj; (63) (M = Si, Ge, Sn and Pb; R = H, Me, H3Si and F) addressed
these and other questions related to these interesting metallaallenes33?2. The main results
of the calculations, mostly at the B3ALYP/SDD//B3LYP/SDD level (which could be applied
to all systems), are presented in Table 33. A schematic drawing of the general structures
of 1- and 2- metallaallenes as well as the definitions of the main geometrical parameters
are given in Figure 20.

The calculations show that 1- and 2-silaallenes have a linear SiCC skeleton (and
are planar at Si in 62, M = Si) and the nonlinearity found in the X-ray structure of
TipySi=C=C(Bu-t); is therefore probably not an inherent property of the silaallene skele-
ton, but is caused by the steric effects of the bulky substituents or by crystal packing forces.
This is reasonable in view of the very flat calculated PES where only 1 kcalmol™! is
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FIGURE 20. Definitions of geometric parameters of 1-metallallenes and 2-metallallenes. 60 = 61 +
62 + 63. Adapted from Reference 339a

required to bend 62, M = Si, R = H, by 20° at the central carbon. In contrast to the
linear H,Si=C=CH,;, H,Ge=C=CH, is calculated to be bent and pyramidal at Ge, in
agreement with the X-ray structure of TippGe=C=C(Bu-t),. The degree of bending at the
central atom in 62 and 63 and the degree of pyramidality at M in 62 and at the C atoms
in 63 increase as M becomes heavier. This is accompanied by an increase in the energy
required for linearization (AEj,) of the MCC (or CMC) skeleton, i.e. AE};, increases
from 0.9 kcal mol~! for 62, M = Ge, R = H to 11.1 kcal mol~! for 62, M = Pb, R = H.
The 2-metallaallenes 63 exhibit a similar trend (Table 33).

NBO analysis shows that in both 62, R = H and 63 the relative contribution of the s
orbital to the metal-carbon bonds decreases and the contribution of the p orbital increases
in the order: M = Si [sp2 (62); sp (63)] > M = Ge [spz'29 (62); sp (63)] > M = Sn
[(spz'57 (62); spl'2 (63)] > M =Pb [(spz'79 (62); spl'44 (63)]. This trend is a result of
the increasing reluctance of heavier group 14 elements to hybridize (see Section III.C)
and it explains the increasing pyramidality and nonlinearity of 62 and 63 as M becomes
heavier.

Substituents have a major effect on the geometry of metallallenes (Table 33). H3Si
(an electropositive substituent) decreases the degree of bending of the MCC skeleton,
while F (an electronegative w-donor substituent) induces much smaller MCC angles and
a stronger pyramidalization at M than hydrogen. This behavior is reminiscent of the
trans-bending behavior of substituted RyM=MR; (Section VI.B.1). The combination of
heavy M atoms and fluorine substituents can lead to highly distorted structures: e.g. in
F>Sn=C=CH, the bending angle « is 141° and M is strongly pyramidalized (36 =
308.5°) and F,Pb=C=CH, is not a minimum on the PES33%2,

The parent 1-metallaallenes 62, R = H are more stable than the parent 2-metallallenes
63 for all M, but the energy difference between them remains almost constant at
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8.1—10.6 kcalmol~! (at B3LYP/SDD) for all M33°8, The stability of the parent 62 and
63 relative to the corresponding HyM=CH, as calculated by equations 27a and 27b,
respectively (AE values in Table 33), increases from M = Si to M = Pb (Table 33). For
62, R = H equation 27a is slightly exothermic for M = Si and Ge but it is endothermic
for M = Sn and Pb. 63, M = Si, Ge, Sn and Pb are less stable than the corresponding
H,M=CH, (negative AE values for equation 27b), but their relative stability increases
as M becomes heavier (Table 33).

H,M=C=CH, + H,C=CH; —— H;C=C=CH; + H,M=CH, (27a)
H,C=M=CH; + H,C=CH, —— H,C=C=CH; + HM=CHj, (27b)

1,3-Disilaallenes (64) (and its higher congeners) are as yet unknown experimentally. A
recent theoretical study33® suggests that ring opening of a-halolithiodisilirane can pro-
vide a possible route for the synthesis of 1,3-disilaallenes (equation 28). The calculations
predict that the activation energy for reaction 28 (for R = H) is only 6.5 kcalmol ™!, sug-
gesting that this reaction is a feasible method for the synthesis of 1,3-disilaallenes. The
analogous reaction for lithiochlorocyclopropane to give allene has a much higher barrier

of 45.3 kcalmol ™!, yet this reaction is commonly used for the synthesis of allenes.

Li
\c/CI
/\ “Licl R>Si:C:Si’;R 28)
. Si Si._ R R
R ¢ VR
R R

(64)

E. Triply-bonded Metallynes, RM=M'R’

The elusiveness of stable compounds with a triple bond between two group 14 ele-
ments (see Section VI.LA) makes their synthesis, isolation and characterization one of
the ‘holy grails’ of main-group chemistry. In view of the many experimental failures to
produce such compounds, even as short-lived intermediates (except for a few successes,
see Section VI.A), theory remains the only reliable source of information. Furthermore,
the calculations can be used to develop and test ideas of how to stabilize this group of
compounds, hopefully directing experimentalists to their synthesis and isolation.

According to theoretical studies, the major obstacles preventing the synthesis and obser-
vation of triply-bonded compounds of heavier group 14 elements are: (1) the existence
of more stable isomers; (2) small energy barriers for isomerization; and (3) high reac-
tivity. Some ideas of how to overcome these problems were suggested by theoretical
studies3*0=343 The theoretical predictions®* have already lead to experiments which
provided the first unequivocal proof for the existence of transient silynes (HC=SiF and
HC=SiCl) in the gas phase25 8_ Other theoretical predictions which suggest the use of bulky
substituents to stabilize kinetically, e.g. toward dimerization, silynes and disilynes341_343
(see below) are awaiting experimental testing.

1. Structure and bond nature

A common feature of all group 14 heavy element triply-bonded compounds is their
trans-bent structure, 657-26:258:262.340=356 " in contrast to the linear Dogj structure (66)
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of acetylene(M = M’ = H). The linear structures, 66, are not minima on the PES for all
combinations of heavy group 14 atoms. The instability of the linear dimetallynes was
explained by the reluctance of the heavier group 14 elements to form sp hybrids due to
the different spatial distribution of their ns and np orbitals (Figure 1)>:. As a result, the
MH fragments prefer the doublet ground state, with 2 electrons paired in the ns orbital
of M, over the quartet state which is required for forming the linear structure (as shown
in Figure 21a). When the MH fragment is in the doublet state, the linear structure of
HM=M'H suffers from exchange repulsion between the lone pairs on M as shown in
Figure 21b. This repulsion is relieved by increasing the M—M distance and by forming
trans-bent structures where the M - - - M bonding consists of two donor—acceptor dative
bonds (Figure 21b). Another possibility which relieves the exchange repulsion is to form
monobridged and dibridged structures (as shown in Figures 21c and 21d, respectively),
which are the lowest energy isomers on all MoHy PESs202:343.357 The M=M’ bond
lengths in the (hypothetical) linear 66 are shorter than the corresponding M=M’ dou-
ble bonds for all M and M’ combinations. Upon bending, the M=M’ bonds become
longer, but also in 65 they remain shorter than the double bonds in the corresponding
HyM=M'H; [both in the trans-bent and in the planar (non minimum) geometries (see
Tables 34 and 26)].

H

- e
H/M———M H—M=M"—H

(65) (66)

Trinquier and Malrieu?8? suggested that the occurrence and extent of such distortions
is related to the energy difference AE(*X~ — 2IT) between the doublet 2IT ground state
and the quartet X~ first excited state of the MH fragments that form the triple bond.

This suggestion, however, was based on AE(4E* — 2l'[) values for HC and HSi. Thus,
the stability of the bent structure (65) relative to the linear structure 66 [AE(66—65)
in Table 34] follows the order: HSi=CH (9.1 kcal mol~!3%%) < HGe=CH < HSi=SiH ~
HGe=GeH < HSn=SnH << HPb=PbH (55.3 kcal mol~!3432). This order does not fol-
low the trend in AE(*<~ — 21T) for GeH to PbH, for which AE(*Z~ — 210) is nearly
constant. The experimental values of AEC*E™ —21D) (in kcalmol™ 1) are 17280, 37280
45361 4(_43124a.361b 4pq 45361c for CH, SiH, GeH, SnH and PbH, respectively. The
bending angles in HSi=SiH, HGe=GeH, HSi=GeH and MeSn=SnMe are almost the
same, ca 125° (the structure of 65, M = Pb has not yet been reported), which is also

not consistent with the suggestion of Trinquier and Malrieu?80. The X-ray structure
of RPb—PbR (R = 2,6-TippCgH3) has been determined recently260 and it has a CPbPb
angle of 94.5° and a CPbPbC dihedral angle of 180°, but the long Pb—Pb distance in
this compound implies that the Pb—Pb bond is a single bond rather than a triple bond
(Section VI.A)260,

The Triquier—Malrieu model?89 works well, however, for a particular M. Thus, for
SiR, R = SiHj3, AE(4E_ — 2l'[) is smaller by 16.6 kcal mol~! than for SiH, and con-
sequently the linearization energy of H3SiSi=SiSiH3 of 10.1 kcalmol~! is smaller by
10 kcalmol~! than that of HSi=SiH, and the bending angle increases (i.e. approaches
linearity) by 5°342.3432_Op the other hand, electronegative -donor substituents increase
AE*Y~ —21), and consequently the linearization energy, to 63 kcal mol~! for FSi=SiF.
However, the FSiSi bending angle decreases by only 4° relative to HSi=SiH [MP4/6-
31G(d,p)//MP2/6-31G(d,p)]3%2.
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FIGURE 21. Schematic drawing of orbital interactions which lead to (a) linear My Hy, (b) trans-bent
M;H3, (c) monobridged M,H, and (d) dibridged MH,. Based on References 262 and 343a

The fact that all heavy element HM=M'H are frans-bent raises the question as to
whether these compounds are truly triply bonded and what is the energetic benefit of
nonlinearity? Similar questions, regarding the nature of the M—M bonds in frans-bent
formally triply-bonded compounds of group 13 (e.g. M = Ga24®¢292:363) ‘have initiated a
vigorous debate which is not yet resolved. Shaik, Apeloig and coworkers3®* have recently
investigated these issues in detail for HC=SiH and HSi=SiH, using a new VB technique
which allows the total energy to be dissected into the contributions of the o and 7 bonds,
with simultaneous computation of the energies of the two w bonds. This analysis, which
was also supported by spin-coupled valence bond calculations as well as by NBO analysis,
shows that ca 2.5 bonds connect the Si and C atoms in silyne and the two Si atoms in
disilyne. The VB analysis shows that the o bonds of HSi=CH, HSi=SiH (and of HC=CH)
are stabilized by trans-bending, while the in-plane 7 bond is weakened. In acetylene, &
bonding overrides the o bonding and establishes a linear molecule. In contrast, in silyne
and disilyne the stabilization of the o bonds dominates due to bending and lead to trans-
bent structures. Thus HSi=CH and HSi=SiH have 2.5 bonds, but these bonds are stronger
than the three bonds present in the corresponding linear structures.

Calculations for MeMMMe, M = Ge, Sn led to the conclusion that the M—M bond
in these molecules is a double bond rather than a triple bond. Thus, the Pauling bond
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TABLE 34. Geometrical parameters and linearization energies AE(65—66) of trans-bent HM=M'H
(65)°

M, M’ dM=M')dM=M’") ZHMM' /HM'M AE(65-66) Method Reference
(65) (66)
M=SiiM =C 166.5 160.4 1239 1495 9.1 CCSD(T)/TZ2P 3500
M=Ge, M =C 1727 165.8 1279 1452 9.6 CCSD(T)/TZ(2df,2pd) 354¢
169.8 166.8 148.7 139.9 3.8 MP2/TZV (2df,2p) 355
M=M =Si 210.3 197.0 125.8 125.8 20.54 QCISD/TZ2P 344¢
M=M =Ge 218.8 206.7 125.5 1255 24.7f MP2/TZV (2df,2p) 3558
M=Ge, M =Si 216.8 203 128.2  120.5 25.1 CCSD(T)/DZP 358"
214.4 202.8 127.6 1233 22.5 MP2/TZV (2df,2p) 355
M=M = Sn 267.3 243.2 125.0 125.0 33.7 HF/3-21G 359
M=M =Pb j j j j 553 MP2/6-311G(2d2p)*  343a

@ Bond lengths in pm, bond angles in deg and energies in kcal mol 1.
bFor values at other computational levels, see References 7, 340, 349, 350 and references cited therein.
“See also Reference 356.

419.0 kealmol~! at MP2/6-311G(2d,2p)3432.

¢See also References 7, 342, 346, 351, 353.

f25.8 kealmol™! at MP2/6-311G(2d,2p)3432.

8See also Reference 347.

/?See also Reference 360.

'Data for MeSnSnMe.

JThe geometries were not reported.

kUsing relativistic ECPs.

order in trans-bent MeGeGeMe is 2.0 and the Ge—Ge bond length of 219.7 pm is similar
to that in planar trans-HMeGe=GeHMe (221.8 pm). This lead to the conclusion that
the Ge—Ge bond in trans-bent MeGeGeMe is best described as a resonance hybrid of
67a and 67b 3. The Sn—Sn bond in frans-bent MeSnSnMe has even a smaller Pauling
bond order of 1.46 and the authors suggest that MeSnSnMe is best described as having a
single bond between the two Sn atoms with a lone pair residing on each of the Sn atoms
as shown in 68%°. A similar electronic structure was suggested for the experimentally
isolated ArPbPbAr, based on its structure and in particular the long Pb—Pb bond2%®. A
more detailed analysis is, however, required to substantiate these conclusions.

Me Me Me
- + .
Ge=—=Ge - Ge=G¢ Sn=="5n
\ N &) \
Me Me Me
(67a) (67b) (68)

2. Potential energy surfaces

a. HC=MH, M = Si, Ge. The PESs of only HC=SiH and HC=GeH have been studied
so far. Three minima, 69-71, connected by two transition states, were located on the
PESs of H,CSi and HpCGe. The most stable isomer is the metallylidene HC=M (69,
R = H), which is more stable than the frans-bent triply-bonded species, 70, R = H, by
34-37 kcalmol~! for M = Si7-340:349.350 4nd by 5058 kcal mol~! for M = Ge33*356,
Significantly higher in energy lies the metallavinylidene carbene 71, R = H. The energy
barriers that connect 70, R = H with 69, R = H are relatively small, only 3—7 kcal mol !
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for both M = Si7-340:349.350 anq M = Ge3*350, Thus, the calculations imply low kinetic
and thermodynamic stability for HC=MH in unimolecular reactions, and indeed only
H,C=Si3% and H,C=Ge3%" have been detected so far in attempts to produce HC=MH
in the gas phase.

R R
R
\ / \
C=M: C=M M=cC:
/ / /
H H H
(69) M = Si, Ge (70) M = Si, Ge (71) M = Si, Ge

Electronegative substituents (R = F, Cl and OH) attached to the Si stabilize 70 rel-
ative to 69 and increase substantially the barrier for their interconversion, as shown in
Figure 22238340, For example, HC=SiF is more stable than HFC=Si by 10.4 kcal mol~!
and the energy barrier separating the two isomers is 24.9 kcal mol~! 238340, Based on
these calculations Karni and coworkers devised a sophisticated neutralization—reionization
experiment, which led to the first unequivocal detection of HC=SiR, R =F, Cl in the
gas phase?>®. The substituent effects are smaller for M = Ge than for M = Si. Thus,
HC=G¢F is still by 16.6 kcalmol™! less stable than HFC=Ge and the barrier for its
rearrangement is only 10.3 kcal mol~13%¢ (Figure 22). Based on these results it is clear
that the generation of HC=GeR, R = F, Cl using similar neutralization—reionization2>8
methods will be more difficult.

Bulky substituents can also stabilize RC=SiR’ relative to RR'C=Si and simul-
taneously can also stabilize the triply-bonded species toward dimerization to 1,3-
disilacyclobutadiene, a process which is highly exothermic [e.g. by 91.3 kcalmol~!, at
QCISD(T)/6-31G(d,p) for 70, M = Si, R = H]. The effect of several substituents on the
RC=SiR’ vs. RR'C=Si energy difference and on the dimerization energy of RC=SiR’
to the corresponding 1,3-disilacyclobutadiene was recently studied by Karni and Apeloig

TS
24.9
TS
15.1 103
6.0 104R-F 9
0.0 00 @
. H —= R= H
/SIEC/ /GeEC/
R R

(a) (b)

FIGURE 22. Potential energy surfaces for the isomerization of HMCH to H,C=M (energies in
kcalmol™!): (a) M = Si, calculated at QCISD(T)/6-31G(d,p)>*%340; (b) M = Ge, calculated at
QCISD/6-311G(d)3%¢
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using DFT and ONIOM?3%® methods3*'. They found that 7-Bu3SiSi=CTbt is more stable
than (#-BuzSi)TbtC=Si and that it is stable also toward dimerization, making it an
attractive synthetic target 341

b. HUI=MH and HM=M'H.. The PESs of MyH; systems (M # C) are more complex
than those of CMH;. Four possible minima, 72—75, were located on these PESs for
M = Si to Pb. In all these cases the linear acetylene analog (76) is not a minimum on the
PES. This stands in a sharp contrast to the PES of C,H», where in addition to the linear
HC=CH which is the global minimum, only HyC=C3%2 is a minimum on the PES. The
important geometric parameters of 72—76, M = Si and Ge (the geometric parameters for
M = Sn and Pb were not reported) are shown in Figure 23. Of particular interest are the
relatively short M—M bonds in the dibridged (72) and especially in the monobridged (73)
isomers.

H H H H H
S N /
Y R B
M—M M=M H H
(72) (73) (74) (75) (76)

166.8 (Si) 171.3 (Si)
177.3 (Ge) 182.6 (Ge)

162.6 (Si)
172.8 (Ge)

19.7° (Si)

221.6 (Si) 22.1° (Ge)

239.3 (Ge) 211.5 (Si)
226.8 (Ge)
72 Cy, 73 ¢,
220.7 (S) 210.3 (Si)

233.9 (Ge) 218.8(Ge)

123.8°(Si) 125.8°(Si)
124.7°(Ge) 125.5°(Ge)
(74) C,, (75) Cyp,
197.0 (Si)
206.7 (Ge)
(76) D,

FIGURE 23. Optimized geometries of MpHy, M = Si, Ge isomers, 72—76. Bond lengths in pm,
bond angles in deg. For M = Si, at CISD/TZ2P3**; for M = Ge: 72—74 at CCSD/DZP3% and 75
and 76 at MP2/TZV(2df,2p)>5



1. Theoretical aspects of compounds containing Si, Ge, Sn and Pb 97

The elucidation of the SipH, potential energy surface is an outstanding example of
fruitful interplay between theory and experiment. The most surprising outcome of the
theoretical studies was the location of the dibridged isomer, 72, M = Si as the global
minimum on the SipH, PES37:369, Inspired by these theoretical predictions, this species
was later indeed detected and characterized experimentally both in the gas phase”o and
in a martix3”1. A reinvestigation of the Si,Hy PES using very high level coupled-cluster
methods revealed the presence of a new low-lying isomer, the monobridged 73, M =
Si3*4=346 which lies by 10.2 kcal mol~! above 72. This theoretical discovery encouraged
new experiments, which indeed lead to the detection of the monobridged isomer372.
Additional minima on the SioH, PES are the familiar silylidene: H>Si=Si which lies by
12.2 kcalmol ™! above 72 and the frans-bent HSi=SiH located 17.3 kcalmol~! above
72 [all the above results are at CCSD(T)/TZ2df]3*>. More recent studies which used the
quadratic complete basis set method>>!? and various DFT methods predict a similar PES
with the stability of H,Si=Si slightly overestimated at the DFT level3>!b.

Addition of an electron to SioHj changes qualitatively the PES. The disilavinylidene
anion H»SiSi™ (747, M = Si) is the global minimum and is predicted to lie 24 kcal mol !
below the dibridged anion (71~, M = Si) and by 12.6 kcal mol~! below the monobridged
anion (737, M = Si). A planar trans-bent structure (75—, M = Si) was not located on this
PES, but instead a twisted C; structure with a HSiSiH dihedral angle of 41.5° was located
11.9 kcal mol~! above 74=, M = Si. The electron affinity of 74, M = Si is computed (at
B3LYP/DZP) to be 1.87 eV and that of 72, M = Si is 0.45 eV>7.

The PESs of the heavier group 14 MyH, are similar to that of SioH», as shown schemat-
ically in Figure 24343a.347.360 The PES of GeyH, closely resembles that of SioH,. For
M = Sn and Pb the dibridged isomer 72 becomes more stable, both thermodynamically
and kinetically (higher barriers) relative to all other isomers33 (Figure 24). The triply-
bonded trans-bent HM=MH (75) is the highest energy isomer on the HyM, PES for all
M atoms and its energy relative to the dibridged isomer (72) increases as M becomes
heavier [at MP2/6-311G(2d,p), in kcal mol~']: 18.7 (Si), 20.2 (Ge), 27.6 (Sn) and 36.1

TS2
2.7
-39 46
TSI w2 -5.8
—4.6 -8.0
H o
H -61 H
/H M:M\ . _—H frd
M=M —0H H M=M M=M
7 - ~ —
H —" 5.0 \ - H

0.0 (Si) 3.4 - _y—H . _TS3

0.0 (Ge) 0.9 W MEMT L —

0.0 (Sn) 03 : e /H\

0.0 (Pb) 9. /V _H. H H
-10.7 M=M-"""
~13.2 =3.7 LN
~163 5.5 \M—M

jg‘g -18.7
: 202
276

-36.1

FIGURE 24. Potential energy surfaces of MpH;, M = Si, Ge, Sn and Pb, calculated at MP2/6-
311G(2d,p); energies are given in kcal mol~!. Adapted from Reference 343a
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(Pb). The barriers that connect trans-bent HM=MH with the other isomers (i.e. TS1 in
Figure 24) decrease down group 143432, making it kinetically less stable. Thus, according
to the calculations the prospects of detecting HPb=PbH or HSn=SnH, for which the
barriers for rearrangement are less than 1 kcalmol™!, are not encouraging.

A similar PES with five minima within a narrow energy interval of 15—20 kcal mol ™!
was calculated for HySiGe333:358  The relative energy of the isomers are [at CCSD(T)/DZP
in kcal mol™']: dibridged (0.0) < H2Si=Ge (3.1) < monobridged(1) Ge(H)SiH (4.6) <
monobridged(2) Si(H)GeH (10.0) < trans-bent HSi=GeH (13.0) < HyGe=Si (14.1) <<
linear HSi=GeH (38.1, not a minimum)3>8.

Substituents have a significant effect on the MpR; PES. For SizRy, R = CH3373 and
SiH3342:392 the bridged isomers are no longer minima on the PES, and the remaining
isomers are RSi=SiR, the silylidene (R,Si=Si) and a new nonplanar, ‘twisted’ iso-
mer, 77, M = Si. The latter isomer has a RSiSiR dihedral angle of ca 90° and a rel-
atively long Si—Si bond of 238 pm (for R = Me, at HF/DZPP)*73 and 227 pm [for
R = SiH3, at HF/6-31G(d)]*62. R,Si=S:i is the only isomer that is more stable (by 7.8 and
5.6 kcalmol~! for R = CHj3 and SiH3, respectively342) than the trans-bent triply-bonded

isomer. MeSi=SiMe was suggested as an intermediate in a thermolysis experiment374, but
conclusive evidence for its existence was not presented. With bulky R substituents, such
as Si(Bu-1)3342, SiDep3342 (Dep = 2,6-Et;CgH3) and Tbt343, the frans-bent structures
are more stable than R,Si=Si by 9.7, 12.0 and 23.0 kcal mol ™", respectively [at B3LYP/3-
21G(d)]. Such disilynes are, however, calculated to be very reactive, and the dimerization
of RSiSiR, R = SiDep; is highly exothermic, by 80 kcal mol~!. However, with the very
bulky Tbt group the dimerization of TbtSi=SiTbt is endothermic by 58 kcal mol~!343®,
making TbtSi=SiTbt a good candidates for synthesis>*>343. The use of bulky substituents
has enabled the recent synthesis of a stable RPbPbR (R = 2,6-Tip2C6H3)26O. However, as
discussed above (Section VI.A) this compound adopts the singly-bonded planar skeleton
78 (the CPbPbC dihedral angle is 180°) with a long Pb—Pb distance of 318.8 pm.

R R

I |
Pb— Pb
S

R

T —

(77) (78)

The PESs of MyF, (M = Si and Ge) are significantly different from those of the corre-
sponding parent systems or of RSi=SiR, R = Me, SiH3. The geometries and the relative
energies of the SioF, and Ge;F, isomers are shown in Figures 25 and 26, respectively.
The most significant difference between these PESs and those of the parent systems
is the existence of low-lying triplet states. The global minimum of SipF, is the triplet

(A2 difluorosilylidene (F,Si=Si) isomer which is by 8.1 kcal mol~! more stable than
the corresponding singlet state. The triplet (Ay) trans-bent difluorodisilyne isomer is
only 1.8 kcalmol ™! higher in energy and it is by 15.5 kcalmol~! more stable than the
singlet (1Ag) trans-bent isomer (Figure 25)?842, These results are in contrast with those
for the parent H>Siy system where the triplet ((Ay) frans-bent HSi=SiH isomer is by
16.1 kcalmol ! less stable than the singlet frans-bent isomer32. The most stable isomer
on the singlet PES is F»Si=Si, but it lies 6.7 kcal mol~! above the 3A; triplet. The singlet
dibridged C,y isomer lies 12.8 kcal mol~! above the global minimum (Figure 25)360.
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FIGURE 25. Optimized structures of stationary points on the SipF, PES and their relative energies
(AE, in kcalmol™!), calculated at B3LYP/DZP++; bond lengths in pm and bond angles in deg.

Adapted from Reference 284a
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FIGURE 26. Optimized structures of stationary points on the Ge,F, PES and their relative energies
(AE, in kcalmol™"), calculated at B3LYP/DZP++; bond lengths in pm and bond angles in deg.
Adapted from Reference 284b

On the GeyF PES, seven minima are located within an energy range of only
19 kcal mol~! (Figure 26)?84". The global minimum is the singlet dibridged isomer and
the least stable isomer is the singlet FGe=Ge. The singlet trans-bent difluorodigermyne
is by 6.7 kcalmol™! less stable than the dibridged Ge,F, and by 3.9 kcalmol~! less
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stable than the triplet (3Ay) trans-bent isomer. However, the singlet FGeGeF isomer has
a very long Ge—Ge bond of 270—280 pm?34, indicating that this species does not possess
a multiple Ge—Ge bond and it is best described as a weak complex between two GeF
fragments. The linear FMMF structures are not minima on the PESs for both Si;F, and
GeyF;.

The global minima on the PESs of the corresponding anions are F,Si=Si~ 2842 (as are
the global minima of C;F, and Si;H; ') and the trans-bent FGeGeF 2840 The dibridged

structures are not minima on the PESs for both anionic systems284.

As shown above, the PESs of group 14 MR, derivatives with R # H are very different
from those of the parent MpH,. A detailed computational study of the PES of MR,
systems for M = Ge—Pb with various R substituents may lead to new interesting findings
as well as to clues for the experimentalists seeking to synthesize these highly interesting
and challenging molecules.

F. Aromatic Compounds

Theoretical and experimental studies of compounds which include silicon or its heavier
congeners as part of the aromatic ring have been reviewed recently by Apeloig and
Karni2%® and by Sekiguchi and coworkers®”®. In view of these recent comprehensive
reviews we discuss this topic only briefly, emphasizing the effect of the heavier congeners

of silicon on the structure and degree of aromaticity in metalla-aromatic compounds.

1. The congeners of benzene and their isomers

The most striking feature of the heavier congeners of benzene, MgHg, is that the
planar Dg structure, 79, is not a minimum on the PES, except for benzene itself. The
planar Dgy, structures are transition states or even higher order saddle points on the MgHg
PESs and, upon energy optimization, they distort to puckered D3q structures (80) which
are minima on the PESs. The preference for the puckered structures, with pyramidal M
atoms, increases down group 141843762 (Taples 35). The bending angle 6 (defined in 80)
increases significantly from Si (6 = 12.7°) to Pb (# = 58°) and this is accompanied by a
considerable lengthening of the M—M bonds, which for M = Sn and Pb are comparable to
those of a single M—M bond (Table 36). Electropositive substituents (e.g. SiH3) decrease
the bending angle 6 (similar to their effect on trans-bending in disilenes, Section VI.B.1)
and increase the degree of aromaticity (see below). Electronegative substituents, such as
fluorine, have the opposite effect!%2.

H H
H | H H /
H
\M4 ~. - \ |
b A [
H/ %M/ \H M/| \H
| /
H H
(79) Dgp, (80) D3y

In a recent comprehensive theoretical study of all the possible combinations of silaben-
zenes, C,Sig—, Hg (n = 1-6), Baldridge, Uzan and Martin380 found (using basis sets of
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TABLE 35. Relative energies (kcal mol~!) of MgHg isomers®

M Den MgHg D34 MgHg Metallaprismane Metalla-Dewar- Metalla-
(79)° (80)° 81 benzene (82) benzvalene (83)

C 0.0 — 117.54 81.04 74.84

Si 0.0 —1.0; —2.3¢ —11.9%f —1.44 —6.0%8

Ge 0.0 —9.1; —14.5¢ —13.5F" —1.8" —1.2"

Sn 0.0 —23.1 —31.3" —6.5" —11.0"

Pb 0.0 —63.3 —67.0"1 —10.6" —

9The most stable isomer for each M is underlined.

Except for C¢Hg, all other 79 are not minima on the PES and, when optimized, they distort to 80.
€At MP2/DZ-+d//HF/DZ+d; from Reference 184. Additional data for M = Si and Ge are given in Reference 376a.
dA MP2/6-31G(d,p)//MP2/6-31G(d,p); from Reference 377a. See also Reference 377b for M = C and Refer-

ence 378 for M=Si.
¢At B3LYP/6-3114+G(d,p); from Reference 379.

I See also Reference 376a.
8Not a minimum at the MP2/6-31G(d,p) level, but a minimum at the HF level3772,

lllAt MP2/DZ+d//HF/DZ+d; from Reference 196.
Not a minimum on the PES!90.

TABLE 36. Structural parameters® of metallabenzenes MgHg and their aro-
matic stabilization energies (ASE)?

M 79¢¢ 804 80 ASE
dM—M) dM—M) o° (for 79)

C 139.11 — — 24.78; 34.1"

Si 222.0 223.1; 223.3 12.7; 29.4¢ 11.88; 15.6"J

Ge 231.4 236.5 38.0 10%; 15.3"

Sn 265.7 277.8 50.8 10%

Pb 269.6 295.5 58.0 10F

“Bond lengths in pm and the puckering angle 6 (see 80 for definition) in deg.

b According to equation 29, in kcal mol 1.

¢At HF/DZ(d) [for M = Si at HF/6-31G(d)]; from Reference 184.

dCompare with d(M=M) and d(M—M) in HyM=MH; and H3MMH3, respectively
(Table 26).

¢Except for CgHg, all other 79 are not minima on the PES and when optimized, they
distort to 80.

I At B3LYP/cc-pVTZ; from Reference 380.

8 At HF/6-31G(d); from References 378 (for C) and 192 (for Si).

hat B3LYP/6-311+G(d,p)//B3LYP/6-311+G(d,p); from Reference 379; 15.1 kcal mol !
at MP2/6-31G(d,p)//MP2/6-31G(d,p)772.
YAt B3LYP/cc-pVTZ (with addition of high exponent polarization d function on Si); from

Reference 380.
J15.2 kealmol ! relative to 22.8 kealmol ™! for CgHg, at CCSD(T)/cc-pVTZ +ZPE380,

k At MP2/DZ+d//HF/DZ+d; from Reference 196.

spdf quality and many-body purturbation theory, hybrid density functional theory and
coupled cluster methods) that in contrast to the MgHg molecules which distort to a D3q
geometry, all silabenzenes with three or less silicon atoms in the ring are planar. Dis-
tortion from planarity occurs in C,Sig_, Hg molecules with four or more silicon atoms,
except for 1,2,4,5-tetrasilabenzene which is planar380. 1,3,5-C3Ge3zHg also has a planar
Dsp structure376b,
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Although the planar D¢, MgHg are not minima on the PESs, their study is
important in order to understand how the degree of aromaticity of these molecules
changes as a function of M. These hypothetical molecules were therefore studied
extensively by theoryzga. The most popular criteria used to evaluate the degree
of aromaticity are: (a) structural—bond length equalization due to cyclic electron
delocalization; (b) energetic— using isodesmic or homodesmotic reactions to evaluate
aromatic stabilization energies (ASE); (c) magnetic—e.g. nucleus independent chemical
shift (NICS) values and exalted magnetic susceptibilities (A). A detailed description of
these criteria and their application to evaluate aromaticity can be found in our previous
review?3? and in Reference 381.

The M—M bond lengths of the Dgy, MgHg (79) molecules (Table 36) are intermediate
between regular single and double M—M bond lengths (Table 26), indicating some
degree of electron delocalization. The aromatic stabilization energies (ASEs) of all Dgp
MgHg, except for M = C, calculated according to equation 29, are in the range of
10—16 kcal mol~!, while for benzene it is 25—34 kcal mol~1378 (Table 36), implying a
degree of aromaticity when M # C that is about 35-50% of that of benzene. When
equation 30 was used to calculate the ASE, the estimated degree of aromaticity in
the heavier metallabenzenes relative to benzene was higher, i.e. AE(equation 30) =
58-60 kcalmol~! for SigHs, GegHg and 1,3,5-SizGesHg, relative to 75 kcal mol~!
for C¢Hg (at MP2/ECP), pointing to a degree of aromaticity of about 80% of that
of benzene3’%®. The degree of aromaticity of hexasilabenzene and hexagermabenzene
as evaluated from their magnetic properties varies from ca 80% of that of benzene
(according to the calculated NICS values) to about 36% of that of benezene (according
to the calculated ring-size adjusted exalted magnetic susceptibilities A, estimated from
the difference between the diamagnetic susceptibility of MgHg and that of reference
systems without cyclic delocalization’”?). The large difference between the estimations
of the degree of aromaticity based on A and on the NICS values was not discussed (see
also References 28a and 381 for a critical evaluation of these methods as measures of
aromaticity).

MgHg (Dgh) + 3HoM=MH; —— 3H,M=MH=HM=MH, 29)
MgHg(Dgp) + 6MH4y —— 3H,M=MH, + 3H3;M—-MH3 (30)

In the nonplanar D3y metallabenzenes (80) the metal atoms have some degree of radical
character with localized ‘m’ electrons, causing a decrease in the degree of aromaticity.
This is manifested in the decrease (in absolute values) of the exalted magnetic suscepti-
bilities and the NICS values of 80 relative to 79 for M = Si and M = Ge*’°. However,
the ASEs of 80, M = Si, Ge, of 17.9 and 29.8 kcalmol~!, respectively [equation 29,
at B3LYP/6-311+G(d,p)], which are even larger than for the planar Dg conformers,
seem to point to an opposite conclusion than implied by the magnetic criteria. How-
ever, this apparent conflict is not directly related to aromaticity. Rather, it reflects the
increased stability of 80 relative to 79 caused by the reduced strain in the puckered met-
allabenzenes. Thus in this case the energetic criterion measures also effects other than
‘aromaticity’37.

The degree of aromaticity of C, Sig—, He (n = 1—6) was derived from their structures,
molecular orbitals, isodesmic and homodesmotic bond separation energies and a variety
of magnetic criteria. The energetic criteria (i.e. homodesmotic and isodesmic reaction
energies similar to equations 29 and 30) suggest that 1,3,5-trisilabenzene and to a lesser
extent 1,3-disilabenzene and 1,2,3,5-tetrasilabenzene have very high stabilities relative to
benzene, e.g. 1,3,5-trisilabenzene possesses ca 80% of the ASE of benzene. However,
by the magnetic criteria, the latter three silabenzenes are among the least aromatic of
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the C,;Sig_,Hg (n = 1-6) family while the most aromatic are 1,2-disilabenzene, 1,2,3-
trisilabenzene and 1,2,3,4-tetrasilabenzene. Analysis of the electron population and the
calculated bond orders reveals that the former three systems derive part of their stability
from ionic contributions to the bonding, showing again that the energetic criterion should
be used carefully to evaluate aromaticity as it measures, in addition to aromaticity, also
other effects. The degree of aromaticity as derived from the magnetic properties decreases
with increasing number of Si atoms, hexasilabenzene being the least aromatic380.

In analogy to GegHg, the germanium analogs of naphthalene, GeoHg, and of higher
linear acenes Ge4,+2Ho, 44 (n = 2,3, ...) are also less stable in their planar Dy, geome-
tries than in the corresponding puckered C»yp structures, and it was therefore concluded
that the germanium analog of graphite is not planar'%.

Another striking feature of the heavier Mg¢Hg compounds is the fact that, unlike
in C¢Hg where benzene is by far the most stable isomer, other isomers, 81-83
(Table 35), are more stable than the Dgn, MgHg and even than the lower energy
puckered D3q MgHg!96:3762.3772.378 e metallaprismanes (81), despite having two
strained three-membered rings, are the most stable MgHg (M # C) isomers because
they have no M=M double bonds; an exception is the hexaleadprismane 81, M = Pb
which is not a minimum in D3, symmetry, and the minimum is calculated to be a
highly distorted structure'%®. The second most stable isomers are usually the puckered
80 followed by the metallabenzvalenes (83) and the metalla-Dewar-benzenes (82). For
M3M/3H6 systems having different M and M’ atoms, the stability of the metallaprismanes,
85 (M # M) relative to their benzene analogs, 84 (M # M’), follows the order (in
kcalmol™1): SizGesHg (-6.4 (-1.6 relative to the puckered conformer, which is the
minimum on the PES)) > C3Ge3He(27.2) > C3Si3Hs (35.5)°76%. Thus, for SizGesHg,
85 is more stable than both the puckered and the Dg;, metallabenzene isomers. When
carbon atoms replace three of the heavier congeners, the stability order is reversed

H
H H : M N /
M—m Ho /BI/I\M M=M
/\ /\ l\f | M M—H
M\ —M:'-yg \ - M S 7/
/T TM——M M H =M
H / \H / N
H H H
(81) D3y, (82) Cyy (83) Cyy
|
H_ ¢M\ H H H
7 7 \ /
M—M
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H M H Y \M/—~M H
| H ~H
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(84) (85)
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and, for C3Ge3zHg and C3Si3zHg, 85 is less stable than 84 by 27.2 and 35.5 kcal mol ™!,
respectively [all values are at MP2/6-311G(d,p)//HF/ECP(d)]. Heavier compounds of the
type M3M/Hg have not yet been studied, but based on experience with related systems
it seems safe to predict that all these systems will prefer structure 85 over D3;, 84.

It is interesting to note that the energy of the metalla-Dewar-benzene (82) and the
metallabenzvalene (83) relative to 79 changes relatively little as a function of M and they
are only moderately (by up to 11 kcal mol~!) more stable than 79 1%.

The fact that many metallaprismanes2*240-382 and metalla-Dewar-benzenes2*® have
been synthesized, but that not even a single MgRg metalla-analog of benzene has been
isolated, is consistent with theoretical predictions regarding their relative stabilities.

2. Metallacyclopropenium cations

The cyclopropenium cation (86, M = C) is a well established aromatic system, with a
high aromatic stabilization energy (equation 31) of 58.7 kcal mol~! [at B3LYP/6-311++-
G(2d,2p)]2093, as represented by resonance structure 86a, M = C.

H H
|, |
M M
/N T e\
/M:M\ /M—M\
H H H H
(86) D3h (863) Dgh
MH* MH, MH*
/N /\ — /\+ / N\ 6D
HM——MH HM——M HM——MH H,;M——MH,

The D3p metallacyclopropenium cations, 86, M = C, Si, Ge are the global minima on
the MsH3 T PESs. However, 86 is a transition structure for M = Sn and a third-order
saddle point for M = Pb. The aromatic stabilization energy (equation 31) of 86, M = Si,
is 35.6 kcalmol~! [B3LYP/6-3114++G(2d,2p)1?*2, being about 60% of that of the cyclo-
propenium cation. On going down group 14 the aromatic stabilization of 86 is reduced, i.e.
AE(equation 31) = 31.9, 26.4 and 24.1 kcal mol~! for M = Ge, Sn and Pb2*®2, However,
the ASE is significant even for D3, Pb3H3™ (which, as pointed out above, is not a mini-
mum on the PES). The calculated M—M bond lengths in 86 are (in pm): 135.9 (M = C),
220.3 (M = Si), 236.1 (M = Ge), 274.6 (M = Sn) and 294.6 (M = Pb). For M = C, Si,
Ge and Sn?"%2 these values are intermediate between those of single and double M—M
bond distances (see Tables 7 and 26 for comparison), consistent with a delocalized aro-
matic description (86a). In 86, M = Pb the Pb—Pb bond length is very similar to that of
a single bond distance. The M—M Wiberg bond indices in 86 are: 1.4, 1.4, 1.3, 1.3 and
1.1 for M = C, Si, Ge, Sn and Pb, respectivelyzoga, consistent with the calculated M—M
bond distances. The overall conclusion is that the trimetallacyclopropenium cations with
M = C to Sn have significant aromatic character and they are thus better represented by
resonance structure 86a than by the localized description 86.
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For Si3H3T, three hydrogen-bridged isomers, 87, 88 and 89, which are by ca
20-25 kcalmol™! less stable than 86, were also located as minima2992:383 However,
for heavier M atoms the classic D3y structures are not the global minimum on the PES.
For M = Ge, Sn and Pb the C3, triply hydrogen-bridged isomer, 89, is the most stable
M;3H3 % isomer, and it becomes increasingly more stable as M becomes heavier; i.e.
AE(89-86) at B3LYP/6-311++G(2d,2p) is: 23.7, —17.4 (+3.8 at G23%), —32.4 and
—63.3 kcalmol™! for M = Si, Ge, Sn and Pb, respectivelyzoga. This trend was attributed
to the increased stability of divalent structures on moving down group 1429%2. However,
we speculate that the Dsp, structure may again become the global minimum when the
hydrogens are replaced by other substituents, e.g. methyl, aryl, silyl, etc. (such systems
have not yet been studied theoretically).

M7 H
i .
v Swt O H M MM
M—M M D S N
s ~H N o H Oy
H H
87) C; (88) C; (89) G5y

The first free trigermacyclopropenium cation [(--Bu3SiGe);™ BPhy~], which was
recently synthesized and characterized by X-ray crystallography, indeed has the classic
Dy, structure 86 385, The three germanium atoms form an equilateral triangle with Ge—Ge
distances of 232.1-233.3 pm, in good agreement with the calculated value of 236.1 pm for
GesHz 72992 The experimental Ge—Ge distances are intermediate between the Ge—Ge
double-bond and single-bond distances in the cyclotrigermene precursor of 223.9 pm and
252.2 pm, respectively, reflecting a delocalized 27-electron system375’385, as predicted by
theory.

3. Metallacyclopentadienyl anion and dianion

How is the aromaticity of the cyclopentadienyl anion (90, M = C) and dianion (91,
M = C) affected by substitution by heavier group 14 atoms? In a comprehensive study
Goldfuss and Schleyer?!3 evaluated for all group 14 elements the degree of aromaticity of
mono- and dianions of group 14 metalloles 90 and 91 and their lithium salts, 92 and 93.
They used a variety of criteria: structural, energetic (ASE) and magnetic, i.e. diamagnetic
susceptibility exaltations (A) and nucleus independent chemical shift (NICS). Their main
conclusions are:

\ / \ /

(90) 91)
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Li Li

Li
92) 93)

(a) The aromaticity of the metallolyl monoanions 90 decreases in the order:
C (most aromatic) > Si > Ge > Sn > Pb (least aromatic). This is manifested in an
increased bond alternation, stronger pyramidality at M, higher inversion barriers at M
and decreased ASE, along the C to Pb series. Similarly, the diamagnetic susceptibility
exaltations (A) and the NICS values become less negative in going down group 14, also
indicating a decrease in aromaticity.

(b) The aromaticity of the lithium metallolides 92 decreases along the C — Pb series
similarly to the c-C4H4MH™ free anion series. However, Li - - - H interactions between the
n°-coordinated Li atom and the M—H hydrogen stabilize significantly the heavier lithium
metalloles with M = Sn and Pb relative to their lower congeners.

(c) In contrast to the c-C4H4MH™ (90) and [c-C4H4sMH]Li (92) systems, the degree
of aromaticity of the metallole dianions 91 and of their dilithium complexes (93) is
remarkably constant for all group 14 elements.

West, Apeloig and coworkers recently reported an X-ray structure of an n', n°-dilithium
silole (94) in which one Li atom (with its asssociated two THF solvating molecules) is
ns—bonded to the silole ring and the second Li is n'-bonded to the Si (and to three THF
molecules)3362, According to the calculations 93, M = Si is by 21 kcal mol~! more stable
than the corresponding 7)1, ns—dilithium silole 95, M = Si [at MP2/6-31+G(d) //MP2/6-
314G(d)] and the authors suggest that solvation by THF probably reverses this stability
order leading to the isolation of 943862 More recently, the analogous germoles were
crystallized from dioxane in two distinct structures: one with nt, ns—coordination of the
two Lit cations as in 95, M = Ge (the ns—bonded Li is coordinated also to two diox-
ane molecules and the n!-bonded Li is associated also with three dioxane molecules)
and the other having a n°,p°-coordination as in 93, M = Ge (each Li atom is also
coordinated to two dioxane molecules). As in the silicon case, also for germanium the

Li(THF),
Ph !
(THF)3Li- - - Si}®

Ph
%4
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calculations (MP2/LANL2DZ) find the ns, r)s—[c—C4H4Ge]Li2 (93, M = Ge) isomer to be
by 25 kcal mol~! more stable than the n!, n5—[c—C4H4Ge]Liz (95, M = Ge) isomer>86b,

4. Metallocenes

Metallocenes have potential ‘three dimensional aromaticity”288-3812.387 'Ferrocene has a

symmetric Dsq structure (96a, M = Fe)338, while the majority of the analogous group 14
sandwich compounds, (CsRs)2M, M = Si, Ge, Sn and Pb, have bent C», structures (96b)
or Cj structures3%®, Several structures, however, possess parallel cyclopentadienyl rings:
ie. (CsMes),Si*%, (CsPhs),Sn¥%, (Cs(CHMe,)s)2Sn3%%, (Cs(CHMe;)3H,),Pb30d
and (CsMe4(SiMeyBu-1)),M, M = Ge, Sn and Pb39! [when the 7-Bu groups were replaced
by Me groups, i.e. in (CsMe4(SiMe3));M, bent structures were observed for M = Sn and

Pb*!, indicating that the tilting energy is small].
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The calculations for CpoM (Cp = ¢-C5Hs) for all group 14 elements show that the bent
structures, either in Cpy, Cs or Cy symmetry (which are all very close in energy), are
more stable than the Dsq structures. However, the energy lowering due to bending at M is
small, i.e. (in kcalmol™!) 4.4 for M = Si [at CCSD(T)/6-31G(d)//B3LYP/6-31G(d)]**?,
6.4 for M = Ge, 4.0 for M=Sn and 0.7 for M = Pb (at HF/LANLIDZ)**3. Only for
M = C is the bending energy significantly larger, i.e. 49.4 kcal mol—1392,

The X-ray and/or electron diffraction structures for 96, R = H, M = Ge, Sn and Pb
show tilt angles 6 of 152°, 144°—147° and 117°-135°, respectively38%-39! [carbocene (96,
M = C) is not known experimentally]. The corresponding calculated bending angles are
125.3° and 137.9° (HF/LANL1DZ)33 for Cp,Sn and Cp,Pb, respectively. For M = Si,
the closest experimentally known compound for comparison with the calculations is 96
(M = Si, R = Me) whose structure analysis indicates the presence of two structures, 96a,
and 96b, in a ratio of 1 : 2, respectively. In 96b, R = Me the rings form a tilt angle 6
of 167.4° in the crystal and 169.6° in the gas phase®®® compared to the calculated 6 in
CpSi of 152.4° (at HF/DZP)3%4,

The driving force for bending is thought to be the stabilization upon bending of the
HOMO-1 orbital (2a;g symmetry), shown schematically in 97, due to mixing with the
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Energy

FIGURE 27. General molecular orbital diagrams showing the construction of the orbitals of 14
electron Cp,M metallocenes, in parallel (Dsq) and bent (C,y) conformations, from the orbitals of
the Cp, and M fragments (only the occupied orbitals are shown). Adapted from Reference 389

p orbital of M of a; symmetry. The stabilization of the 2a;g orbital upon bending is
shown (by the heavy line) in the molecular orbital diagram in Figure 27389393, The tilt-
ing of the Cp rings stabilizes the 2a;g orbital by 9.2 kcal mol~! for M = Sn, but by only
2.5 kcalmol~! for M = Pb [calculated using HF/LANL1DZ for the tin and lead atoms
and HF/6-311G(d,p) for all other atoms]3%3. Bending produces a lone pair at M and the
contribution of the a; p-orbital to this lone pair decreases in the order (the electron occu-
pancy of the p-orbital is given in parentheses): Ge (0.61e) > Sn (0.51e) >> Pb (0.39%),
in correlation with the decrease in the hybridization propensity of these elements (see
Sections III.A and III.C) and with the degree of the calculated bending of the rings which
is smaller in Cp,Pb than in Cp>Sn®*3 (note, however, that experimentally the degree of
bending in Cp,Pb is larger than in CpoSn38-391). These trends correlate with the decrease
in the tilting energies on going from Ge to Pb3®3. In the Dsq conformers of Cp,Pb
and (CsMe4(SiMe;Bu-1)),Pb, the calculated 2aj, orbital is by 23 kcal mol~13%3 and
15 kealmol~!3%! respectively, more stable than in the corresponding tin metallocenes.
This enhanced stability of the 2a;g orbital of Cp,Pb was attributed to relativistic effects3!,

()

97
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VII. REACTIVE INTERMEDIATES
A. Divalent Compounds (Metallylenes)
1. MH, and MX, (X = halogen)

The determination of the fundamental properties of carbene, CH», such as its structure,
its electronic state and its singlet—triplet energy difference, was a challenge for a long
time, and agreement between theory and experiment was achieved only after many years of
intensive debate3%3 . It is of similar importance to determine these properties for the heavier
metallylenes (metalladiyls). Silylene, SiHj, has been studied extensively, employing a
variety of theoretical methods”-39:397 " whereas germylene (GeH,) was less thoroughly
investigated398_401. Reliable calculation of the properties of the heavier carbene analogs,
SnH; and PbHj, require the consideration of relativistic and spin—orbit coupling (SOC)
effects?00-401  particularly for the determination of the singlet (1A;)—triplet (*B}) energy
gap (AEst). The electronic configurations of the 1A, and 3B; states of a metallylene,
MR, are shown schematically in 98a and 98b, respectively.

() ey

AP D
“Q “Q
(98a) 'A, (98b) 3B,

The most elaborate systematic study of the structures and of the 'A;—>B; splitting
of the heavier carbene analogs was carried out by Balasubramanian*’®. He carried out
extensive multiconfiguration calculations (CASSCF) followed by configuration interaction
calculations, using basis sets that included f-polarization functions, and the results of these
calculations are collected in Table 37.

CH, has a triplet ground state (98b) which is 9 kcalmol~™! lower in energy than
the singlet state (982)395-403:404 "1 contrast, all the heavier group 14 MH, have sin-
glet ground states. The calculated singlet—triplet energy splitting (AEgst) (experimental
values are available only for SiH,, Table 37) increases from 19.6 kcal mol~! for SiH,,
(21.0 keal mol 1, experimental) to 23.1 kcal mol~! for GeH, and 23.8 kcalmol ™! for
SnH;. For PbH,, AEgt is much larger (41.0 kcal mol ™), mainly due to the relativistic
contraction of the 6s orbital and SOC (the SOC contribute 4 kcal mol~! to AEgT)*0.

The M—H bond lengths in the 'A; singlet states are longer than those in the 3B, states,
and they become longer as M becomes heavier, in both the singlet and triplet states. The
HMH bond angles are always wider in the triplet state than in the singlet state. However,
while in the 'A; states the HMH bond angle is almost constant (90.5°-92.7°) for M = Si
to M = Pb, in the 3B state HMH becomes narrower moving down group 14 [with the
exception of GeH, for which the HGeH bond angle (119.8°) is slightly wider than for
SiH(118.5°); see Table 37].

Group 14 MX; (X = halogen) are intermediates in the chemical processes associ-
ated with chemical deposition and halogen etching reactions of semiconductors. In view
of their technical importance they have been subjected to numerous experimental*®® as
well as to high-level calculations using the MRSDCI (multi-reference, single and double
configuration interaction calculations)*0>-407:408 and DFT133:402 methods. The calculated
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TABLE 37. Calculated and experimental (in parentheses) geometries and singlet—triplet energy
splittings (AEst) of MH, and MX, (X = halogens) metallylenes®

MX, Singlet Triplet AEsT
dM—X)? X-M-X? dM—-X) [X-M-X
CH,¢ 110.9 (111)¢ 102.1 (102.4)4 107.8 131.5 —9.0 (—9.0)¢
SiH,® 152.0 (151.6)F 92.7 (92.8)f 148.4 118.5 19.6(21.0)/
GeH,s$ 158.7 91.5 153.4 119.8 23.1
SnH,8 178.5 91.1 173.0 114.9 23.8
PbH,¢ 189.6 90.5 186.5 109.8 41.0
CE,¢ 131.5; 130.4 104.2; 104.1 132.9 119.8 57.6(56.7)¢
(130.0) (104.8) .
SiF," 159.8; 161.5 99.5; 100.2 159.6 114.0 71.0(75.2)
_ (159.1) (100.8) _
GeF,/ 172.3; 177.7 97.1; 97.8 171.5 113.1 81.6(86.7)
_ (173.2) 97.2)
SnF,/ 186.5; 194.8 92.0; 96.0 185.8 112.9 78.4
PbF,/ 213.9; 201.8 98.5; 95.8 213.1 126.2 94.1
(203.3) 97.8)
CCl,° 171.8; 175.3 109.9; 109.1 167.9 127.6 20.5
(171.6) (109.2)
SiCly* 210.8; 211.4 101.9; 102.0 207.6 119.0 53.5(52.8)
(206.3) (101.5)
GeCl,! 219.1; 223.6 100.5; 100.9 204.0 118.6 60.3(63.8)
(216.9) (99.9)
SnCl,"” 254.2; 241.7 98.4; 98.9 233.6 116.0
(234.7) (99) 60.0
PbCl,"” 254.2; 250.5 100.8; 99.8 259.9 139.9 69.7
(246) (96)
CBr,¢ 189.3; 191.7 111.0; 110.2 184.0 129.9 16.5
(174) (114)
SiBr,* 228.8; 228.5 102.8; 103.0 225.7 120.8 43.7
(224) (103)
GeBry! 237.3; 239.2 101.8; 102.3 234.8 120.8 55.5
(233.7) (101.2)
SnBr," 253.5; 256.7 99.7; 100.0 251.1 119.8 55.5
(250.4) (98.9)
PbBr," 268.4; 264.9 101.5; 100.8 272.0 1324 65.0
(260) (98.8)
CL,*¢ 210.5; 214.9 112.6; 111.9 203.4 132.3 11.2
Sil,k 252.4; 253.2 104.2; 104.6 249.1 121.8 41.0
Gely! 257.4; 262.4 102.8; 104.4 255.6 122.3 424
(254) (102.1)

(continued overleaf)
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TABLE 37. (continued)

MX, Singlet Triplet AEgt
dM—-X) X-M-X? dM-X) [X-M-X
Snl,™ 273.8; 279.6 100.9; 102.3 271.8 121.4 47.1
(269.9) (103.5)
Pbl,™ 287.8; 286.6 103.6; 103.0 293.8 132.6 53.8
(279) (99.7)

“Bond lengths in pm, bond angles in deg, energies in kcal mol 1. Experimental values are taken from references
cited in References 138 and 153. See Reference 401 for other computational results on MHj.

bd(M—X) denotes bond length, /X-M-X denotes bond angle. For each MX, the second bond length and bond
angle given are at B3LYP with quasi-relativistic ECPs; from Reference 153. Calculated values using other DFT
functionals, correlated ab initio methods and experimental values can be found in references cited in References 153
and 402.

€At MP4/6-311G(2df)//MP2/6-31G(d); from Reference 403.

4From Reference 404; the experimental values are cited in Reference 403.

¢At MRSOCI; from Reference 396.

f From references cited in Reference 396.

8 At CASCEF using relativistic CI ECPs (RCI) with inclusion of spin—orbit coupling effects; from Reference 400.
" At CI/DZ2d; from Reference 281.

{From Reference 402.

J At CASSCF/MRSDCI (ECP); from Reference 405.

kAt B3LYP/6-311+-+G(2d), unpublished results*00.

! At CASSCF/MRSDCI (ECP); from Reference 407.

m At CASSCF/MRSDCI (ECP); from Reference 408.

(and available experimental) geometries and the 'A;—3B| energy splittings (AEgt) of all
possible MX,; (M = C to Pb, X =F to I) metallylenes are gathered in Table 37. Other
properties, such as dipole moments, ionization potentials and electron affinities, were also
calculated and they are discussed in References 153, 402, 405, 407 and 408. In general,
AEgt increases for all halogen substitutions relative to that in the corresponding MH».
For a given halogen AEgT increases from Si to Pb, with a sharp increase between tin
and lead (similar to the behavior of the corresponding MHj;). On the other hand, for
a given metal M, AEgT decreases as the halogen substituent becomes heavier and less
electronegative; e.g. AEst (kcal mol_l) = 53.5 for SiCl,, 43.7 for SiBr, and 41.0 for
Sil, (Table 37).

Examination of the calculated geometries of MX, reveals that in all cases the triplet
states exhibit shorter bond lengths and larger bond angles than in the singlet states, as was
also observed for MH,. In general, the MX bond lengths increase in both the 'A; and
3B, states as the central atom and the halogen become heavier (Table 37). For a given
halogen, the XMX bond angle decreases sharply from M = C to M = Si (for both the
singlet and triplet states), and it decreases monotonically further for the higher congeners
(Table 37, Figure 28). This decrease in the XMX bond angles as M becomes heavier was
attributed to the larger contribution of the s orbital to the lone pair on the heavier M,
which in turn is due to the increasing reluctance of M to hybridize when it becomes
heavier?2. The smallest XMX bond angles were calculated for M = Sn, and for all PbXj
compounds the quasi-relativistic ECP calculations predict a small increase of 2—3° 153
(Figure 28). For a given group 14 element the XMX bond angle is slightly widened when
the halogen becomes heavier, probably as a result of the stronger repulsion between the
larger halogens.
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FIGURE 28. The XMX bond angles (deg) in MX,, calculated with nonrelativistic (NR) and quasi-
relativistic (QR) effective core potentials using the B3LYP functional. Reprinted with permission
from Reference 153. Copyright (1999) American Chemical Society

2. Stable metallylenes

The divalent state of group 14 metallylenes becomes increasingly favorable with heav-
ier M atoms*!?. Thus, while carbenes and silylenes are highly reactive, the inorganic
chemistry of lead is dominated by oxidation state II (see Section V.C.3). A large vari-
ety of stable MR, (M = Ge, Sn, Pb) compounds where R = m-donor ligand (such as
NR’»22, PR/53%% 411 AsR/,)3%* | hypersilyl (Si(SiMe3)3)?3¢, diaryl or dialkyl, have been
synthesized and isolated in recent years2223:246:412  A]] these stable metallylenes are sub-
stituted with very bulky substituents that protect them from further bimolecular reactions.
Some specific examples of stable silyl and alkyl substituted metallylenes which have
recently been synthesized are: M[CH(SiMe3)]» (M = Ge, Sn, Pb), which are stable in
solution but dimerize upon crystallization413a, and (Me3Si)3CGeCH(SiMe3),, which is
monomeric even in the solid state*!3P:¢. The dialkylsilylene (99, M = Si) is storable at
0° in the solid state, but it isomerizes slowly to the corresponding silene apparently by a
1,2-migration of a trimethylsilyl group*!42. The analogous germylene (99, M = Ge)*14b
and stannylene (99, M = Sn)4140 are more stable and show no such isomerization even
at 100°. Pb(Si(SiMe3)3), is monomeric both in the solid state (it decomposes only at

MesSi SiMe;
M:
SiM63
h4egsi

(99) M =Si, Ge, Sn
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152°C) and in solution, while Sn(Si(SiMe3)3); is monomeric in solution but dimerizes
to the corresponding distannene in the s0lid?80. The stable bis(silyDtin (100, M = Sn)
and bis(silyl)lead (100, M = Pb) were recently isolated from an insertion reaction of
101 (M = Si) into the M—N bond of M[N(SiMe3)2]> (M = Sn and Pb)*!3. Ge(2,4,6-1-
Bu3CgHy); is stable both in solution and in the solid below 20°C*!%" and Sn(2,4,6--
Bu3CgH»), is stable under inert conditions even at room temperature4160

R NR2 NR', R

(100) M = Sn, Pb; R = CH,Bu-#, R = SiMe; (101) M =C, Si, Ge, Pb; R = CH,Bu-t

The remarkable syntheses of the stable diamino carbenes*!7, 102a*!82 and 103a 418¢
(and later also 101, M = C*!9), was followed by the synthesis of the analogous stable
silylenessz, 102b #2%a=¢. 103b 4200—d 3nd 101 (M = Si)*?!. These achievements as well
as the very recent synthesis of 99, M = Si demonstrated that also the lighter group 14
elements can exist in oxidation state II as stable ‘bottleable’ molecules. Taking advantage
of similar strategies, the corresponding germylenes, 102¢*?%> and 103¢*?? and 101, M =
Ge*23, Sn*?* and Pb*23, were also synthesized, isolated and characterized.

R R
H | '
M ‘ /M :
/ H,C
N 2%~ N
H [ |
R R
(102a) M =C, R =+-Bu, 1-Ad, (103a) M=C,R=Ar

Ar = Mes, 4-MeCgHy .
(103b) M = Si, R =¢-Bu

102b) M = Si, R = 1-B
(102b) ! “ (103¢) M = Ge, R = £-Bu

(102¢) M =Ge, R=1-Bu
(102d) M =C, Si, Ge, R=H

Why are these metallylenes stable? Is the stabilization due to the presence of the two
a-nitrogen atoms? Are these compounds aromatic? These questions have been studied
extensively322:323:425.426 3nq reviewed recently by Apeloig and Karni2®2,

The conclusion from these studies is that the stability of the imidazol-2-ylidene-type
systems, 102, results mainly from the presence of the two a-nitrogen atoms which sta-
bilize the metallylene by electron donation from the nitrogen lone-pair to the empty p
orbital on M, as shown in resonance structure 104a. The calculations predict a stabilizing
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effect [estimated from the barrier for the rotation of both amino substituents in M(NH>)»
from the planar ground state geometry to the perpendicular geometry] of 66.8 kcal mol ™!
for M = C*%, 35.8 kcalmol~! for M = Si*?* and 31.9 kcalmol~! for M = Ge*?2. The
major discussion and debate regarding 102 and 103 centered around the contribution
of 6m-electron delocalization, i.e. ‘aromaticity’, as shown in resonance structure 104b.
The question was studied by a variety of structural, energetic and magnetic criteria, as
well as by analysis of the charge distribution and the low-energy ionization processes
282,322,323,425,426  A[] these criteria point to the existence of m-electron delocalization and
thus to some degree of aromaticity in the unsaturated metallylenes of type 102. However,
the degree of conjugation and aromaticity depends on the criteria which were used to
evaluate these effects. The degree of aromaticity in 102 is quite small according to the
‘Atoms-in-Molecules’ topological charge analysis425 , but it is more significant accord-
ing to NBO charge analysis323 or according to the structural, energetic and magnetic
propert165323’425. However, regardless of the criteria used, m-electron delocalization is
generally found to be less extensive in the unsaturated silylenes and germylenes of type
102 compared to their carbene analogs, and it is much smaller than in prototype aromatic
systems such as benzene or imidazolium cations3?>423, In agreement with this theoreti-
cal conclusion, the saturated compounds, 103, where ‘w-aromaticity’ is absent, are more
reactive than the ‘aromatic’ 102. For example, 102b is stable indefinitely, while 103b
dimerizes slowly with a half-life of ca. 6 days at room temperature420b_d. However, sat-
urated silylenes*29°~9 and germylenes*?2 of type 103 still have unusual stability and they
can be isolated and stored, pointing to the strong stabilization effect of the two «-nitrogen
atoms. Steric protection of the divalent M center by the bulky alkyl or aryl groups on N
also contributes to the unusual kinetic stability of 102a—c and 103a—c metallylenes.

R R R
H / H /
N* H N
A\ *\ \
. W /
N N
H H \ H \
R R R
(104a) (104) (104b)

Interesting trends in the structures and AEgt values of the 102d series, as a function
of M, were calculated [B3LYP/6—31G(d)]427. Thus, for 102d, M = C, the C—N distance
shortens and the NCN angle widens on going from the singlet to the triplet state. In
contrast, for M=Si and Ge the M—N bond is longer and the NMN angle smaller in
the triplet state than in the singlet state. AEgT decreases in the order (in kcal mol~1):
C(82) > Si(60) > Ge(50). This behavior contrasts with the general behavior of noncyclic
MR; metallylenes for which the M—R bonds are shorter and the RMR angle is wider
in the triplet state than in the singlet state, and AEgt follows the order (in kcal mol™1):
C(NH3)2(51) < Si(NH3);, (55) =~ Ge(NH3 ), (56) (see also the trends for MH, and MXj5,
X = halogen in Table 37). The opposite trends found for M(NH), and for 102d were
attributed*?’” to the change in the order of the molecular orbitals of 102, when C is
replaced by Si or Ge, as shown in Figure 2922427428 1Ip the carbene the HOMO is
mainly a lone pair of electrons on carbon [o(C)], while in the silylene and the germylene
the HOMO is a 7 orbital of the imidazole ring which is composed from the out-of-
phase combination of the w(C=C) orbital with the p orbitals on the nitrogens and on M.
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FIGURE 29. A schematic representation of the relative energies of the frontier orbitals of 102d,
M-C, Si and Ge. Reprinted with permission from Reference 427. Copyright (1999) American
Chemical Society

Accordingly, the PE spectra (assigned on the basis of DFT calculations) show that the
ionization energy (eV) from the o(M) orbital increases in the order: 7.68 (102a, M = C)
< 8.21 (102b, M = Si) < 8.60 (102¢, M = Ge)*?8. In contrast, the ionization energy from
the 3 orbital (see Figure 29) decreases with increasing atomic number of M. In addition,
the electron density distribution in the 73 orbital changes between the three compounds.
In the carbene the electron density is concentrated on the C=C double bond, but for Si
and Ge the w(C=C) contribution decreases and more electron density is localized on the
divalent M center*?8. Imidazol-2-ylidene-type systems (102) or their saturated analogs
(103) with M = Sn or Pb have not yet been studied either by theory or by experiment
and their study is desirable.

3. Reactions

In this section we review trends in the reactivity of group 14 metallylenes in a variety
of reactions which were studied computationally.

a. 1,2-Hydrogen shifts. 1,2-Hydrogen shifts of carbenes to the corresponding ethylenes
(equation 32, M = M’ = C) are highly exothermic; e.g. the energy for the rearrangement
of H3CCH (‘A) to HyC=CH, was calculated to be 77.4 kcalmol~! (66.7 kcalmol~! for
the rearrangement of the ground state triplet carbene)?*> and the reaction barrier was only
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0.5-1.5 kecal mol~14292. 1 agreement with the calculations, singlet methylcarbene has
a very short life-time of 500 ps and the activation barrier for its isomerization to ethylene
was estimated experimentally to be less than 2.3 kcal mol~' 429, The activation barrier
for the 1,2-hydrogen shift was calculated to correlate linearly with the og® substituent
constants of the substituent at carbon; e.g. the activation energies are 11.5 kcal mol~! for
CH3CCl and 27.2 kcal mol ™! for CH;COMe*??. The heavier metallylenes are much more
stable thermodynamically than the corresponding carbenes with respect to 1,2-hydrogen
rearrangement, i.e. the isomerization reaction in equation 32 becomes less exothermic (or
more endothermic) as M becomes heavier. The barriers for the rearrangement depend both
on M and on the substituent M’; e.g. the reaction energies and activation barriers for the
rearrangement of HMCHj3 to HoM=CHj are (in kcal mol~!): 2.1 and 44.3, respectively,
for HSiCH3 and 15.9 and 28.9, respectively, for HGeCHj3 (see Table 27 and references
cited therein).

R'MM'H—_»)+1 > RHM=M'H,_,, n=0-2 (32)

Similarly, the reaction energies and the activation barriers for the isomerization of HMOH
to HoM=0 (in kcal molfl) are: 0.2 and 57.2, respectively, for M = Si and 23.8 and 71.7,
respectively, for M = Ge (Table 30). Thus, HMOH becomes increasingly more stable
relative to HoM=0, both thermodynamically and kinetically, as M becomes heavier. For
further discussion we refer the reader to Sections VI.B.3.a and VI.C.2 (and Tables 27 and
30) where the reverse reaction of equation 32, i.e. the isomerization of M=M’ doubly-
bonded species to the corresponding metallylenes (equation 25), is discussed.

The reaction energies and the activation barriers for the 1,2-hydrogen shift isomerization
of amino- and diamino-metallylenes are gathered in Table 38 (see Table 30 for the reverse
reaction). According to the calculations the carbene 102d, M = C is by 26 kcal mol !
less stable than the corresponding imidazole (105, M = C), and the barrier for this iso-
merization is high, 46.8 kcal mol~! which makes 102d, M = C kinetically stable*?>. The
isomerization energy becomes endothermic, 31.8 and 37.4 kcal mol~! for 102d, M = Si
and Ge, respectively, and the barriers for the isomerization for both M = Si and M = Ge
are above 50 kcal mol~!, making 102d, M = Si, Ge highly stable both thermodynamically
and kinetically. These calculations are consistent with the fact that in the cyclic metal-
lylenes of type 102 and 103 a 1,2-hydrogen rearrangement to the corresponding silaimines
or germaimines has not been observed?32?:323:425_ The noncyclic amino metallylenes, 106
and 107, show a similar behavior to the cyclic metallylene, 102. The noncyclic aminocar-
bene (106, M = C) and diaminocarbene (107, M = C) are by 35.6 and 22.6 kcal mol~!
less stable than the corresponding imines (108, M = C and 109, M = C, respectively)
and the barriers for the isomerizations of 106, M = C to 108, M = C and 107, M = C to
109, M = C are high, 52.6 and 52.1 kcal mol ™1, respective1y425. In contrast, the aminosi-
lylenes and aminogermylenes (106 and 107, M = Si and Ge) are more stable than their
tetravalent imine isomers (108 and 109, M = Si, Ge)32? and their stability increases sig-
nificantly on changing M from Si to Ge (Table 38). Furthermore, the barriers for the

H
|

(105) (106) (107) (108) (109)
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TABLE 38. Reaction energies (AE) and activation barriers (E,) (in kcal mol 1) for
the 1,2-hydrogen shift isomerization of amino- and diamino-metallylenes

Reaction M = M = Si? M = Ge?
AE E, AE E, AE E,
102d —> 105 —26.0¢ 46.8¢ 31.8 54.4 37.44 54.34
106 — 108 —35.6 52.6 14.2 68.8 32.6 77.8
107 —— 109 -226 52.1 19.2 70.0 40.7 81.3

At CISD+Q/TZ2P//HF/TZ2P; from Reference 425.
bt CCSD(T)/6-31G(d,p) (ECP for Ge and Si)//HF/6-31G(d,p) (ECP for Ge and Si); from Refer-
ence 322.
¢AE = —27.0 keal mol™!, E, = 44.1 kcal mol™!, at MP4/6-311G(d,p)//MP2/6-31G(d); from
Reference 323.

The data given are for a non-planar 2-germaimidazole (a planar 105, M = Ge could not be
located as a minimum)322.

1,2-hydrogen rearrangement, E,, are very high, being 68.8 and 77.8 kcalmol~! for the
rearrangement of 106, M = Si and Ge to 108, M = Si and Ge, respectively and 70.0 and
81.3 kcalmol~! for the rearrangement of 107, M = Si and Ge to 109, M = Si and Ge,
respectively (at CCSD(T)DZP, Table 38)322,

b. Insertion and addition reactions. i. Insertion into Hy. The insertion of MH, into Hy
(equation 33) is the reverse of the reaction for Hy elimination from MH4 (equation 5),
which was discussed in detail in Section V.A.3. The reaction energies and the activation
barriers for reaction 5 are given in Table 4 and they are used here to calculate the energetic
data for equation 33. The insertion of SiH; into the H-H bond is highly exothermic, by ca
57 kcal mol~! (Table 4). However, the exothermicity of the insertion reaction decreases as
M becomes heavier and for M = Pb it is endothermic by ca 10 kcalmol~!. The activation
barrier for the insertion of MH; into Hj increases with the mass of M, from a barrierless
reaction for CH»128 through a small barrier of 5 kcalmol~! for SiHa, to higher barriers
of 20.3, 37.7 and 53 kcalmol~! [at CCSD(T)/ECP] for the insertion into Hp of GeHp,
SnH, and PbH,'%, respectively, reflecting the higher stability of the divalent species as
M becomes heavier.

MH; + H —— MHy (33)

The geometries of the transition structures for the insertion reaction are given
in Figure 3b. Calculations for the insertion of SiH, and GeH; into H, show that
the first reaction step involves the formation of a loose intermediate complex, 110,
and this step is followed by a hydrogen shift via an unsymmetrical transition state
(Figure 3b). This mechanism, which is shown schematically by the PES in Figure 30,
is supported by recent gas-phase experiments of the insertion of GeH, into H,*3 and
was also suggested by previous calculations for M = Sil11:1302,431,432 Tpe jntermediate
complex (110) is only half as strongly bound for GeH, (AE.= —2.1 kcal mol—1)
than for SiH; (AE. = —3.8 kcal mol_l). The calculated activation energies are
3 keal mol~! (1.7 kcal mol ! lll) and 13.9 kecal mol~! for SiH, and GeHo,, respectively,
in good agreement with the experimentally determined values of 1.7 kcalmol~!'433 and
15-20 kcal m01*1430, respectively. The calculated reaction energies, AH, are —54.0
and —38.3 kcalmol~! for SiH, and GeHy, respectively [all the above-quoted values are
calculated at QCISD(T)/6-311G++(3df,2pd)//QCISD/6-311G(d,p)]*3C.
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FIGURE 30. A schematic drawing of the energy profile for insertion and addition reactions of
metallylenes

The high stability of the cyclic metallylenes 102d, M = Si and Ge is reflected in their
low heats of hydrogenation which are —9.8 kcalmol~! (exothermic) for 102d, M = Si
and 23.2 kcalmol™! (endothermic) for 102d, M = Ge, compared to the highly exother-
mic energies of —61.2 and —32.5 kcalmol~! for the hydrogenation of SiH, and GeHy,
respectively [MP4/6-311G(d,p)//MP2/6-31G(d)]3?3.

ii. Insertion into M—H bonds. The insertion of M'H, into M—H bonds, where M
and M’ are both group 14 elements (equation 34), occurs via the initial formation of
a HyM’ -.-H—MHj3 complex (6) which rearranges to H3sM’MH3, as shown in Scheme
3. This mechanism was supported by both experiments and calculations!43434=438 = A
detailed discussion on the structure and energy of 6 relative to H3MM’'Hj3, for the cases
where M = M/, can be found in Section V.B.3.c, Table 9 and Figure 6. Structure 6 is a
bound complex for all M, but it is very weakly bound for M = M’ = C [1.1 kcal mol~!
at MP4/DZP//HF/DZP'%, 2.1 kcalmol~! at QCISD(T)/6-311+G(2df,p)//QCISD(T)/6-
31G(d)**®]. However, the stability of 6 increases as M becomes heavier, because the
increasing polarity of the M—Hy, bond in the direction M+ —Hy, ~, makes the complexation
of M'H, stronger, reaching 9.1 kcalmol~! for M = M’ = Pb'®3.

M'H; + MH; —— H3M'MHj; (34)
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SCHEME 3

The energy profiles for the insertion of MH, into MHy are shown schematically in
Figure 31. The binding energies of 6 relative to MH4 + M'Hy (M = M) (not shown in
Figure 31) are from 5 kcal mol~! (for Si and Ge) to 9.8 and 9.1 kcalmol~! (for Sn and
Pb, respectively) (at MP4/DZP//HF/DZP). The second step of the insertion reaction, the
rearrangement of 6 to HsMM'H3 (M = M’), becomes less exothermic as M becomes
heavier, and it changes from —110 kcal mol~! for C to —48 kcalmol~! for Si and to
only —9 kcalmol™! for Pb'43. The lower exothermicity of the insertion reaction of the
heavier group 14 elements is accompanied by an increase in the reaction activation barrier.
Thus, the insertion of CH, and SiH» into methane and silane, respectively, are essentially
barrierless!4+430:437 (for the insertion of the more stable SiMe, into silane, a barrier of
7.8 kcalmol~! is calculated*37). The activation barriers for the insertion of GeH, into
GeHy and of SnH; into SnHy are also very small, 1.0 [—4.0 kcal mol~! at G2//MP2/6-
311G(d,p)*®, i.e. the minus sign indicates a negative activation energy relative to the
reactants] and 2.6 kcal mol~!, respectively. The small negative activation barrier for the
insertion of HyGe into H4Ge is consistent with the decrease in the measured rate constant
upon increasing the reaction temperature®3>. However, the activation barrier increases to
11.0 kcal mol~! for the insertion of PbH, into PbHy (at MP4/DZP//HF/DZP)!43.

Insertion of SiH; and GeH; into a C—H bond of CHy also proceeds via the formation
of an initial complex 6, M = C, M’ = Si, Ge and the activation barrier is relatively large,
i.e. 22.14% and 33.213! kcal mol~!(relative to the reactants), respectively. The activation
barrier for the insertion of Me;Ge into CHy is 39.1 kcalmol~!, by 6 kcal mol~! higher
than for GeH,!3!. The activation energy for the insertion of GeMe, into SiHy is much
smaller, 15.7 kcal mol~! 440 (Table 39).

In agreement with the qualitative configuration mixing model, described in subsection
iii below, Su and Chu found a relatively good linear correlation connecting AEgt of the
metallylene with the activation barriers and the reaction energies for the insertion into
CHy of various substituted germylenes, GeRR’, R = H, R’ = CH3, F, CI, Br and R =
R’ = CH3, F, Cl, Br as well as for germylidene H2C=Ge441. Substituents which decrease
the AEsT of GeRR’, such as m-acceptors or electropositive substituents, cause a lower
activation energy and a larger exothermicity for the insertion of GeRR’ into C—H bonds.
The opposite trend is expected according to this correlation for 7-donors or electronegative
substituents which increase AEgT. Steric effects also contribute to the insertion activation
barrier, but it was concluded that the electronic factors, rather than steric factors, play the
decisive role in determining the chemical reactivity of germylenes**!.

The insertion reactivity of cyclic metallylenes 102d toward CHy4 also decreases in the
orderM=C >M =Si >M =Ge,i.e. E; and AH (kcal molfl), respectively, are: 56.4;
—8.7 for 102d, M = C; 77.8; —1.0 for 102d, M = Si and 86.5; 19.4 for 102d, M = Ge*?’.
These very high barriers and low reaction exothermicities (and even endothermicity for
M = Ge) are in agreement with the high stability of these cyclic metallylenes.

iii. Insertion into X—H o-bonds. The insertion of metallylenes into X—H bonds (X= N,
O, F, P, S, Cl, equation 35) follows in general the mechanism shown in Figure 307.440.442
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FIGURE 31. Energy profiles for the rearrangement of the intermediate complex HoM - - - H,—MH3
(6) in the insertion reaction of MH; into MHy4 to produce H3MMHj3 (calculated at MP4/DZP//HF/-
DZP). Adapted from Reference 145

The reaction energies for the insertion of H>Si and Me,Ge into various X—H bonds are
given in Table 39. It would have been desirable to compare the insertion reactions of SiH»
with those of GeH», but unfortunately such data are not available. GeMe, is expected to
be less reactive than GeH; (i.e. to have higher E, and less exothermic AH,), and this
fact should be kept in mind when comparing the data in Table 39 for SiH; and GeMe;.
Unfortunately, calculations for the addition of SnH; and PbHj are also not available for
comparison.

MR; + H—-XH,,_1 —— HRoMXH,,_; n=1-3 (35)

The first step in the reaction of MH; with the X—H bond is the formation of a complex
(Figure 30) as was the case in the reaction with an M—H bond. However, as X possesses
a lone pair of electrons, complexation occurs with the lone pair as shown in 111 [rather
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TABLE 39. Relative energies (kcal mol~!) for equation 34 and equation 35¢

H—MH; H,Si? Me,Ge®
or
H—XH,_, AE, E, AH, AE, E, AH,
CH,4 — 22.14 —49.8¢ —0.02¢ 39.1¢ —25.1¢
[17-1914 (-1.1) (35.6) (—32.6)
SiHy —7.478 —6.9/8 —56.4/8 —0.6 15.7 -33.8
—1.6" 7.8" —51.8" (=2.2) (11.4) (—41.3)
NH3 —-25.1 13.2 —60.0 —20.8 25.1 -333
(—25.0) (22.7) (—40.4)
H,0 —13.3 8.7 —-70.2 —13.9 14.8 —45.1
(—16.9) (15.1) (—50.2)
HF -7.0 2.7 —84.3 -72 47 —59.1
(=7.1) 9.6) (—61.2)
PH3 -175 22 —53.1 -9.0 11.7 —374
(—14.1) 8.1) (—46.1)
H,S —8.6 4.8 —60.2 —6.1 6.0 —45.8
(—9.7) (3.9) (54.9)
HCI -1.8 5.9 —68.8 -1.6 12 —56.4
(=3.7) (2.5) (—64.2)

4See Figure 30 for definitions. The reactants are placed at 0.0 kcal mol~!

b At MP4SDTQ/6-31G(d,p)//HF/6-31G(d); from Reference 442.
€At B3LYP/6-311G(d) [MP2/6-311G(d,p) values are given in round brackets]; from Reference 440.

dA MP4SDTQ/6-311G(d,p)//MP2/6-31G(d)+ZPE; from Reference 439; experimental value (from Refer-
ence 130b) is given in square brackets.

®The corresponding values for the insertion of GeH, into CHy are [in kcal mol’l, at B3LYP/6-311G(d)]:
AEc = —0.94, Eq = 33.2, AH; = —28.031. Sce also Reference 103.

T At MP4/6-31G(d,p)//MP2/6-31G(d.p); from Reference 437.

8 At MP2/6-311G(d,p), AE. = —12.3, E; = —11.6, AH; = —56.4, in kcal mol_l; from Reference 436.

" For the insertion of SiMe;, at MP4/6-31G(d,p)//MP2/6-31G(d,p); from Reference 437.

than with the o(M—H) electrons in 6], and the resulting complex, 111, is therefore more
strongly bound than with MHy. The intermediate complex, 111, can be described as a
donor (lone pair on X)—acceptor (empty p orbital of MR,) complex. The depth of the
well in which 111 resides (AE.) is affected by the energy difference between the donor’s
HOMO and the acceptor’s LUMO and the overlap between them which is determined

largely by steric effects*40.
R R
H
0 /
OMIO----X,
Q) \'h

(111)

The following trends can be extracted from the data in Table 39: (a) The binding energy
(in kcal mol~1) of the complex (—AE.) for M = Si and Ge, respectively, decreases in the
order: M—N (21 to 25) > M—O > M—F (ca 7); M—P(9 to 17) > M—S > M—CI (1.8 to
1.6), and it is smaller when X is a second-row element than when it is a first-row element.
(b) The activation barrier for the insertion step, E,, ranges between 25.1 kcal mol~! for
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Me;Ge + NH3 to only 1.2 kcal mol~! for Me;Ge + HCI. E, decreases as a function of
X, in the order NH3 > H>O > HF and it is significantly smaller when X is a second-row
element, e.g. E,(NH3) > E,;(PH3). (c) All activation barriers calculated for the inser-

tion of GeMe; (except for the reaction with HCI) are larger than those calculated for
SiH,%40.442

The trends in the activation barriers were explained*?-#42 using the valence bond con-

figuration mixing model**3#**, as shown schematically in Figure 32a. According to this

) ta
[RM] T
H
[RZI\%T ' X
Y 'MRo] '[XH,]
XHp |
3MR] 3[XH,]
A
} v
[RZM]N ¢ [R,M] T
XHye 1 j(l—lnl
1 1 )
[MRo] [ XH,] Reaction coordinate MR, 3[XHn]
()
— o*HX)
) =
R/M pﬂ---- -§-_
Al
iB
A |
(S 1 :
SN T |
o(H-X)

(b)

FIGURE 32. (a) A schematic configuration mixing diagram for the insertion of MR, into XH,.
A is the energy gap between the singlet and triplet configurations of the reactants. Adapted from
Reference 440. (b) Dominant orbital interactions in the transition state of the insertion reactions of
MR; into a X—H bond. Based on the discussion in Reference 431
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model the reaction barrier (E,) and the heat of reaction (AH,) are proportional to the
excitation energy of an electron in the o(X—H) orbital of XH,, (singlet configuration)
to the triplet 0*(X—H) configuration + the AEgT of the metallylene. Thus, if AEgT is
a constant and the o(X—H) — o*(X—H) excitation energy is reduced, then the curve
crossing occurs at a lower energy, leading to a lower activation barrier and to a higher
reaction exothermicity. On the other hand, if AEgt of MR; is increased, either by chang-
ing M or by changing the substituents R, the barrier is expected to become higher and the
exothermicity is expected to decrease**?-#*! (and vice versa). The observed trends can
also be explained by a simple perturbation molecular orbital model as shown schemati-
cally in Figure 32b. According to this model, the dominant interactions in the transition
state are: (a) a two-electron stabilizing interaction between the lone pair (Ip) of the met-
allylene and the o*(X—H) orbital (interaction A in Figure 32b) and (b) a two-electron
stabilizing interaction between the empty p orbital of the metallylene and the o(X—H)
orbital (interaction B in Figure 32b). According to this model, increasing either the Ip—p
energy difference (i.e. AEst) or the o—o™ splitting (e.g. by changing X from a first-row
to a second-row element) will reduce the stability of the transition state and increase the
insertion barrier*3!.

iv. Addition to double bonds. The addition of the heavier MR, analogs to double
bonds proceeds in general according to the mechanism described in Scheme 4 and
Figure 30. The thermochemistry of the reverse reaction, i.e. the elimination of M”H;
from c-HoMH;M'HoM” (M, M’ and M” are group 14 elements), was discussed in
Section V.E.1.a.iii.

R N
R \\M
RoM: + HbM'=—M'H, AM'—M' NH —_— M — M
H H Il_‘:/ \]I:II
Complex TS

Product

SCHEME 4

The initial step of the addition reaction proceeds along the non-least-motion C path (cf.
112a) in which the empty p orbital of MR, interacts initially with the filled 7 orbital of
the M’=M’ bond (‘electrophilic phase’). This step is followed by a ‘nucleophilic phase’ in
which the lone pair on MR, interacts with the 7* orbital of the M’=M’ bond?07-44> =447,
The more symmetric Cj, least-motion ‘c-approach’ (112b) is forbidden according to
orbital symmetry rules**® and indeed is not followed by any of the MR, metallylenes.
The calculated structures207-#43 of the intermediate complexes and transition states support
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this description. In Figure 33, we bring for demonstration the structures of the complex,
transition state and product of the addition of GeHj to CyH4*. The relevant geometries
of the complexes and transition states in the reactions of other MR, metallylenes with
ethylene can be found in References 207 and 445.

0.0 .0 0.
0 0~ 0 &~
(112a) (112b)

The energies of the stationary points on the PES for the addition reactions of metal-
lylenes to ethylene (Scheme 4 M’ = C) are given in Table 40 (no data are available for
M = Pb).

The addition of singlet carbene to ethylene is highly exothermic ie. AH =
—103.9 kcalmol ™! [at MP2/6-31G(d,p) + ZPE?"7; —98.6 kcal mol~!20* at CCSD/-

DZ+d//IDZ+d + ZPE, exp. —99.4 kcal m01_1449]. As M becomes heavier, the
exothermicity is reduced considerably, and for HpSn the reaction is endothermic by
4.7 kcal mol~1297 | Electronegative substituents on the metallylene reduce considerably
the reaction energy and for most such substituted metallylenes the reaction is highly
endothermic207-443:430 (Table 40); e.g. AH, values for the addition of GeR, to ethylene
are [at B3LYP/6-31G(d), in kcal mol™1]: —27.4; +8.7; +11.4; +13.8; +8.6 and +5.5 for
R =H, NH,, OH, F, Cl, Br, respectively445. AH, for the addition of SnF; to ethylene is
as high as +45.3 kcal mol~! (Table 40)27. AH | for the addition of substituted germylenes
to ethylene correlate linearly with the AEgt of the germylenes445 and the trends in AH,
as M becomes heavier can be understood in terms of the DSSE of the metallylene (see
equation 15 in Section V.E.1.a.ii)?%*.

The addition of singlet carbene and silylene to ethylene is calculated207.446.450.451 ¢
proceed without the intermediacy of an initial complex and is barrierless, in agreement

with experiment*#7-452_ For the heavier M, an intermediate complex is formed and the PES
has the general form shown in Figure 30. In general, the barrier required to pass from the
complex to the products increases as M becomes heavier. Electronegative substituents at M

Complex Product

FIGURE 33. Optimized geometries (at B3LYP/6-31G(d)) of stationary points on the PES for the
addition of GeH, to HyC=CH,. Bond lengths in pm, angles in deg. The heavy arrows indicate the
main atomic motions in the transition state eigenvector. Adapted from Reference 445
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TABLE 40. Relative energies and Gibbs free energies (AG) (in kcal mol~!) for stationary points
on the PES for the addition of metallylenes to ethylene (Scheme 4)¢

MR, AH, AG, E, AG, AH, AG;
CH, b b b b —~103.9 923
SiH, b b b b —40.1 —28.6
GeH, —10.5;(—23.5¢) —04 —7.9; (—21.5) 32 —124;(=274)  —10
SnH, 74 1.4 5.5 16.5 4.7 15.8
CF, -13 3.6 14.3 25.0 —44.9 -322
SiF, 32 3.1 224 33.9 —13.1 -1.0
GeF, —2.6; 34 45.5; 572 30.5; 424
(—8.29 (27.9%) (13.8%)
SnF, -38 3.9 51.0 62.6 453 56.7

At MP4/6-31G(d,p)//MP2/6-31G(d,p)+ZPE; from Reference 207. The given energies are relative to the reactants.
AG is given at 298.15 K. AH: and AG. are complexation energies, Ea and AG, are activation barriers, AH
and AG; are reaction energies (see Figure 30).

UThe addition reaction is concerted and barrierless.
€At B3LYP/6-31G(d)//B3LYP/6-31G(d); from Reference 445.

reduce the depth of the complex well and increase the activation energy (Table 40)207-443,
making the addition reaction slower. Sakai concluded, based on a CAS/LMO/CI analysis,
that most of the activation energy is controlled by the energy difference between the
singlet ground state and the first excited singlet of the metallylene, AE(*A;—1B;)?7.
A linear correlation was found between the AEgt of GeR, (R = CH3, NH,, OH, F,
Cl, Br) and both the activation energy and the heat of the reaction for the addition of
these germylenes to ethylene*®. The correlation was explained**> using a configuration
mixing model along the lines shown in Figure 32a. This correlation is in line with Sakai’s
conclusion??’, as the 'A| —1B; energy difference of the metallylene is very similar to its
AEgT.

Changing the substrate from ethylene to disilene (Scheme 4, M’ = Si) or digermene
(Scheme 4, M’ = Ge) increases the exothermicity of the reaction (Table 41). For each
HyM, M = C, Si, Ge the addition to H,Si=SiH, is more exothermic than the addition to
H;Ge=GeH, (Table 41)204. In these reactions the complexes and transition states were
not studied.

v. Addition to acetylene. The reaction enthalpies and activation barriers for the addition
of MRy (M = C, Si, Ge, Sn; R = H, F) to acetylene (equation 36)*53 are given in Table 42

MR,

/ \

TABLE 41. Relative reaction energies (kcalmol™!) for the
addition of MH, to HoM'=M'H, (Scheme 4)“

MH, H,C=CH, H,Si=SiH» H,Ge=GeH,
CH, —98.6 —120.3 —100.1
SiH; —43.2 —62.3 —-57.3
GeH; —18.3 —52.5 —47.1

9Energies given are relative to the energy of the reactants. Calculated at
CCSD/DZ~+d//HF/DZ+d; from Reference 204.
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TABLE 42. Reaction enthalpies and activa-
tion energies (in kcal mol~!) for the addition
of MR, to acetylene (equation 36)%”

MR, AH, E,

CH; —101.5 (—95.6) —2.8(=23)
SiH, —56.8 (=50.4) —18.2 (—15.1)
GeH; —20.0 —20.0
SnH» —12.5 =73
CF, —47.2 (—44.9) 14.1 (13.0)
SiF, —40.9 (=27.3)¢ 14.3 (17.8)¢
GeF, 14.4 38.4
SnF, 16.5 27.5

@All values are relative to the energy of the reactants;
from Reference 453.

bt MP2/3-21G(d)//3-21G(d), the numbers in paren-
theses are at MP4SDTQ/6-31G(d,p)//HF/3-21G(d). All
values are corrected to 298 K.

“AH; and E, at CCSD(T)/6-314+G(d)//MP2/6-31G(d)
are: —22 and 23.9 kcal mol~ !, respectively456.

Two major trends are observed: (a) the reaction exothermicity decreases steadily as one
proceeds from C to Sn for both MH; and MF, (for GeF, and SnF; the reaction is endother-
mic). (b) The exothermicity of the addition reaction is always lower for MF; than for the
corresponding MH;. The major contributors to these trends are: (a) a parallel increase in
the stability of MH; and a decrease in the stability of the product ring compound (due to
weakening in the M—C bonds) as M becomes heavier, and (b) increase in the stability of
MR, upon fluorine substitution (this effect dominates over the strengthening of the M—C
bonds in the product caused by fluorine substitution)*3.

The transition states for the addition of MH; (M = Si, Ge and Sn) to acetylene
to form the corresponding metallacyclopropenes are all lower in energy than the
energies of the reactants (Table 42). This was attributed to the existence of long-range
acetylene- - - - - MH; van der Waals complexes, although such species were not located
computationally*>3. It was concluded that for MH, reaction 36 proceeds spontaneously
and without a barrier, in agreement with experimental findings for the addition of SiH,**
and GeH2455 to acetylene. In contrast, the addition reactions of all fluorinated metallylenes,
MF,, to acetylene are predicted to have substantial barriers which change in the order
M = C (14.1 kcalmol~") ~ Si < Ge (38.4 kcalmol~!) > Sn (Table 42)*33.

Comparing the data for the addition of MR, to ethylene (Table 40) with that for the
addition of MR, to acetylene (Table 42) shows that: (a) The trends in the reactivity of
both MH; and MF; in the two reactions are similar; e.g. the addition of all MHj; to both
ethylene and acetylene is barrierless (or has a negative E,) and the activation energy of
the addition of MF; increases in both reactions as M becomes heavier. AH, for both
reactions becomes less exothermic (or more endothermic) as the mass of M increases. (b)
In general the activation barriers are smaller for the addition of MR, to acetylene than to
ethylene, and the former reactions are also more exothermic (or less endothermic) than
the corresponding additions to ethylene.

In conclusion, for both the insertion and addition reactions of MH,, the reaction
enthalpy and the reaction activation barrier correlate with the metallylene’s AEgt, pointing
to a decrease in the metallylene reactivity as M becomes heavier and when the metallylene
is substituted by electronegative substituents which increase AEgt (Table 37). According
to these trends, plumbylenes and especially plumbylenes substituted with electronegative
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substituents are expected to be quite inert and significantly more so than their lighter
analogs. This explains why HPbOH does not undergo insertion or addition reactions,
comparable to those of its lighter HMOH congeners (including Sn), which add hydrogen

(i.e. insert into the H—H bond), trimerize to form (HyMO)3 or polymerize316.

B. Tricoordinated Compounds

In this section we will review mainly the theoretical studies of tricoordinated MRj3
cations, anions and radicals of group 14 elements. Relevant experimental data will be
mentioned briefly to supplement and complete the theoretical discussion.

1. Tricoordinated cations

Silylium (or silicenium) cations, SiR3* have been the subject of many theoretical and
experimental studies over the last few decades. These studies were reviewed extensively
by Apeloig7, Maerker and Schleyer4*28b, LickissZ8C, Reed28d, Houk*7 and Lambert and
coworkers*®. Much effort throughout about half a century were made to synthesize ‘free’
tricoordinate silyl cations in the condensed phase (or in the solid), i.e. cations which do not
have strong interactions with the solvent and the counterions280—d:457.458 Only recently
were these experiments successful*®. The synthetic efforts are now being extended to
cations of heavier congeners of silicon. However, the number of such studies is still
limited and those are reviewed by Zharov and Michl#0,

a. Structures. The planar Dy, structure, 113, is a minimum on the PES of MH3 ™ cations
for all group 14 elements>’-114401.462  However, a Cs side-on complex HM™ .. Hy,
114, was also located on the MH3+ PESs*0!, except for CH3™ where 114 does not
exist and only a weakly bound van der Waals "C—H---H, complex was located. The
calculated structures and relative energies of MH3 ™" cations are presented in Table 43.
114 is a high-lying local minima for M = Si and Ge, but it is the most stable structure
for SnH3+ and PbH3™, i.e. HPb™ - - - H, (114, M = Pb) is more stable than PbH3+ (113,
M = Pb) by 23.3 kcalmol~! (Table 43)*1 The large preference of the side-on complex
for M = Pb is due to relativistic effects which stabilize the 6s lone pair on H—Pb™. The
side-on complexes, 114, can be described as donor—acceptor complexes in which the
LUMO of the HM™ cationic fragment is populated whereas the HOMO of dihydrogen is

depopulated462.
H +
| M—H
i NH B-H
(113) D3y, (114) C;

The dissociation energy, AE, of MH3™ (D3p,) to MH™ and H, decreases down group
14 and the reaction becomes exothermic for M = Sn and Pb (Table 43). However, as this
dissociation proceeds through the side-on complex intermediate, 114, it has to overcome
a high activation barrier (E,) of ca 50 kcal mol~ 1461 The planar MH3 T (D3p,) cations
are thus kinetically stable even for M = Sn and Pb and are therefore predicted to be
observable. The side-on complexes are less stable than the D3y isomer toward expulsion
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TABLE 43. Relative energies (kcal mol~!) and geometries (pm, deg) of MH3 ™ isomers®

MH;3 ™" Isomer Relative d(M—H) dH-H)® d(M---Hjp)
energy
CH;t 113 0.0 109.1
CH----Hj‘ 128.8 114.5 74.9 307.4¢
AET 130.7
SiH3™ 113 0.0 146.8
114 27.1 151.4 78.2 198.3
AET 34.7
E; 57.8
GeH3* 113 0.0 152.4
114 10.0 159.1 71.3 212.1
AET 16.3
E$ 513
SnH3;*t 113 0.0 168.9
114 —52 176.5 75.9 248.6
AES -23
E$ 529
PbH;* 113 0.0 171.9
114 —233 181.7 75.6 261.9
AET —222
E$ 447

@At B3LYP/6-311++G(2d,2p) (quasi-relativistic ECP for Sn and Pb); from Reference 461.
bd(H—H) in free Hy is 74.3 pm.
“The distance between the Hy midpoint and M.

dA side-on complex (114) does not exist. Only a weakly bound C5, van der Waals C—H - --H, T complex was
located.
¢The C—H - - - H, distance is 192.9 pm.

f The relative energy of the MHT + H, fragments.
8The activation barrier for the isomerization of 113 to 114.

of Hj, having dissociation energies (in kcal mol~1) of: 7.6 (114, M = Si), 6.3 (114, M =
Ge), 2.9 (114, M = Sn) and 1.1 (114, M = Pb). Thus, the HSi* - --Hy and HGe™ - - - H,
complexes are the most promising targets for experimental observation*!. As expected,
the stronger the interaction between MH™ and H,, the higher the observed elongation of
the H—H bond (Table 43).

Trinquier investigated the PESs of the H3MMH,*t cations for all group 14
elements'4463and they are shown schematically in Figure 34. The carbon-containing
system has a single deep minimum on the PES, while the heavier analogs have several
local minima. In addition to the classical localized HsM—MH, T Cj structure (115) and
the C»y-bridged structure (116), two new minima were located for all heavier group
14 MyHs™ cations: the doubly hydrogen-bridged (117) and the singly hydrogen-bridged
(118) structures (Hp is the bridging hydrogen). The geometries and relative energies
of 115-118 are given in Table 44 and their three-dimensional structures are shown
schematically in Figure 35. The bridged structures 117 and 118 can be described as
complexes of MHy units interacting with a MH* fragment via one (i.e. 118) or two (i.e.
117) M—H bonds*%3. The bridged Cy, 116 is the global minimum for M = C, being
by 7.6 kcal mol~! more stable than the classical structure 115. For M = Si, isomers
115 and 116 are nearly degenerate and are the lowest in energy on the PES, with a
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FIGURE 34. A schematic drawing of the MpHst PESs calculated at MP4/DZP. Adapted from
Reference 463
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small activation barrier of 2.8 kcalmol~! that separates between them (MP4/DZP). 115
is the global minimum for M = Ge, while the bridged structures 117 and 118 are favored
for tin and lead (Table 44, Figure 34). This trend was rationalized by the increasing
propensity of the heavier elements of group 14 for lower oxidation states (e.g. MH™ has
oxidation state II). The doubly hydrogen-bridged M,Hs™ species (117) are in all cases
more stable than the singly bridged (118) isomers, but only by 2—4 kcal mol~! (Table 44).
The activation barriers that connect 115 with 117 are in the range of 29—34 kcal mol ™!
for M = Si to M = Pb. The dissociation energies of 117 and 118 isomers into MH,4 and
MHT are almost constant for M = Si to Pb, at 25-30 kcal mol 1463 3 value close
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TABLE 44. Geometries and relative energies on the MpHs™ potential energy surface?

MyHst (115) (116) 117)C; (118)Cs MH;+ +MH, MHy 4+ MHt
Cy Coy (dibridged)  (monobridged)

CoHst AED 0.0¢ -7.6 95.3¢ 117.24 143.1 1437
dM—M) 141.8 1375 163.8 —
dM—H) 113.6; 108.9¢ 131.7 119.7; 13458 128.7; 126.9"  108.9; 110.6/  109.2; 111.7J
/MHyM 62.9 79.6 173.0

SipHst AEb 0.0 —0.1 11.9 16.6 65.30 413
dM—M) 238.8 218.0 260.2 —
dM—H) 146.5;146.2¢ 169.6/ 153.2;186.08 160.0; 174 145.2; 150.8'  147.3; 148.4/
/MH,M 80.0 99.8 174.8

Ge,Hst  AEP 0.0 5.3d 55 7.8 55.3 323
dM—M) 256.6 2329 286.1 —
dM-H) 153.4;153.7¢ 1815/ 161.0;208.8% 168.3; 185.1"  152.2; 159.7" 154.7; 157.8/
/MHyM 79.8 100.6° 163.4

SmHst  AEP 0.0 5.94 -13 3.6 482 224
dM—M) 288.2 262.9 3105 —
dM-H) 169.5; 170.2¢ 197.6 178.2;218.35 183.7; 199.0"  168.6; 176.8' 171.0; 175.0/
/MH,M 79.0 102.6 157.0

PbyHsT  AEP 0.0 10.94 —15.6 —14.1 35.0 105
dM—M) 298.1 269.6 3289 —
dM—H) 171.8; 174.5¢ 207.2/ 181.8;23848 190.1;209.7" 171.1; 1832  174.0; 180.7/
/MH,M 81.2 102.2 153.1

At MP4/DZP//HF/DZP (using ECPs for all nonhydrogen atoms). The global minima are underlined; energies in
kealmol ™!, bond lengths in pm and bond angles in deg. Hy, is the bridging hydrogen, see structures 115-118;

from Reference 463.

b Energy relative to 115.
“The eclipsed conformation.

9Not a minimum.

¢d(M; —Hj) and d(Mj—H3), respectively.

T dM—Hp).

8d(Mp—Hp) and d(M| —Hy), respectively.
hd(M1 —Hy) and d(Mp—Hy,), respectively.
"M—H bond distances in MH;3 1 and MH,, respectively.
JM—H bond distances in MH, and MH™, respectively.

(115) C,

117) C,

_|+

_|+

_|+

(116) C,,

_|+

118) C,

FIGURE 35. Schematic drawing of the structures of MyHs™ isomers
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to the dissociation energies of the MyHy doubly bridged isomers into two molecules of
MH; (Section VI.B.3.b.i and Table 28)%%°. Bridged structures were also located as global
minima on the PES of cyclic M3H3™ cations29%2 (see Section VLF.2).

b. Thermodynamic and kinetic stability of MR3 T cations. The elusiveness of ‘free’
silyl cations in the condensed phase stands in remarkable contrast to the behavior of
the isoelectronic carbocations*** which were characterized as ‘free’ species by their
X-ray structures**%5. Furthermore, the lower electronegativity of silicon compared to
carbon should favor the generation of silylium over carbenium ions. This is indeed the
situation in the gas phase where silyl cations are well-characterized experimentally*6°.
The calculations support this stability order; SiH3™ is calculated to be more stable
than CH3% by 58.9 kcalmol™! (according to the isodesmic equation 37 for M = Si,
R = H)7’467.

MH,R" 4+ CH3R —— CHR' + MH;3R (37)

Although the stability of silylium ions is higher than that of carbenium ions, observa-
tion of silyl cations in the condensed phase proved to be extremely difficult?80—d:457.458
The experimental efforts to isolate a ‘free’ silyl cation and the significant recent suc-
cess by Lambert*8:408 and Reed*® and their coworkers in generating such ions having
various degrees of coordination and in solving their X-ray structures, arouse a lively
debate about how ‘free’ are these ‘silyl cations’*28°=d9 This discussion, which was
accompanied by computational studies* 282470 lead to the conclusion that the observed
cationic species are not truly ‘free’ silyl cations, but are coordinated even with weakly
nucleophilic solvents such as toluene and with non-nucleophilic counterions*28—d_ For
example, ab initio calculations demonstrated that in Et3Sit B[CgFs5]4~ the Et3Si™ cation
(119), claimed by Lambert and coworkers* 8468 1o be the first free silylium ion, is
actually a o-complex between Et3Si™ and a toluene solvent molecule having a rela-
tively short Si—C contact distance of 214 pm (in the calculated [Me3Si—toluene]* com-
plex; 218 pm in Lambert’s Et3Sit B[CgF5]4~ salt) and is bound by 28—34 kcal mol !,
more strongly than by just a weak van der Waals interaction®282470:471 ' The calcu-
lated geometry [at HF/6-31G(d)] of the [Me3Si—toluene]™ complex with the corre-
sponding experimental values from the X-ray data of Et3Sit B[C¢Fs];~ are shown in
Figure 36.

Several reasons were given for the difficulties in producing ‘free’ silylium ions in the
condensed phase: (a) stabilization by substituents is less effective for silylium ions than
for carbenium ions, due to the longer M—R bonds and the lower tendency of silicon
to conjugate; (b) the high ‘appetite’ of silyl cations for nucleophiles, including leaving
groups, counterions and solvent molecules; calculations have shown that silyl cations can
complex even with rare gases4; (c) the possibility for hypervalent coordination®280—d,
These difficulties were recently overcome by Lambert and coworkers who reported the
formation of the trimesitylsilylium ion (120)**®2, which is the first free silylium ion pre-
pared in the condensed phase**® and lacking any coordination to the solvent or counterion.
This was achieved by a very clever design of the generation of 120, which was formed by
the elimination of an allyl group from Mes3SiCH,CH=CH, (equation 38)%%, Although
an X-ray structure of 120 is not available, the free nature of 120 was concluded from
the following evidence: (a) close agreement between the calculated §2°Si NMR chemical
shift values of 226-228 ppm*?©d with the measured value of 225.5 ppm*2; (b) the
calculated low coordination energy of 120 to benzene of only 1.8 kcalmol~!*%¢ and
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113.8
(112.8 = 114.9)

112.6

(120.5)

FIGURE 36. Calculated geometry [at HF/6-31G(d)] of the [Si(CH3); — toluene]™ complex; exper-
imental values are given in parentheses, bond lengths in pm, bond angles in deg. Adapted from
Reference 470a

(c) the calculated long Si—C(benzene) contact distance of 587 pm459d [compared to the

relatively short Si—C(toluene) contact distance of 218 pm in 1194084701 120 is stabilized
thermodynamically by m-conjugation with the three mesityl substituents, which amounts

to 24.3 kcalmol ™! (calculated by isodesmic equation 39) being 60% of the stabilization

energy calculated for the trityl cation (calculated relative to Me3CT)*%, thus reducing
its nucleophilicity. The mesityl substituents also protect the silylium ion sterically from

nucleophilic attack by the solvent*9¢:d,
Mes*
|
Si
Mes/ " Mes
(120)

Mes3SiCH,CH=CH, + E*TPFPB~ —— Mes3SiCH,CHTCH,E TPFPB~™ ——
Mes3SiT TPFPB~ + H,C=CHCH,E (38)
E = electrophile; TPFPB™ = tetrakis(pentafluorophenyl)borate [B(CgFs)4 ™ ]

Mes3SiT + Me3SiH —— Me3Sit 4+ Mes3SiH (39)



134 Miriam Karni, Yitzhak Apeloig, Jiirgen Kapp and Paul von R. Schleyer

How does the stability of MR3 T ions change on going down group 14 from Si to Pb?
How large are the effects of R substituents on their thermodynamic stability? How is
the energy of coordination to H,O and toluene affected by changing M and R (for R =
halogens and vinyl)? These questions were tackled by Frenking and coworkers#07:472.473
and Basch*’! and their results are collected in Tables 45 and 46.

The stability of MH3t (M = Si to Pb) relative to CH3™ increases gradually from
M = Si to M = Pb. While SiH3" is more stable than CH3 by 58.9 kcal mol~!, this
value is 97.9 kcalmol~! for PbH3 % (according to equations 37 and 40, at MP2/VDZ+P
with quasi-relativistic ECPs for Si to Pb, Table 45)*74.

MR3" + CHR3; — CR3 " + MHR; (40)
MH,RT + MHs —— MH31 + MH3R 41)
MR3;T + MH; —— MH3T + MHR3 42)

TABLE 45. Stabilization energies (AE, kcal mol~1) of MH,,R3_,, T, calculated according to iso-
desmic equations 37 and 40—42¢

AE,R =
M= Equation H CH3 F Cl Br I H,C=CH?
MH,R*

ce 41 0.0 40.6 25.1 24.8 29.8 33.5 60.0
37 0.0 — 0.0 0.0 0.0 0.0 0.0

Si¢ 41 0.0 31.8 -12 1.1 5.7 10.3 27.5
37 58.9 15.1 35.0 33.0 334 33.8

Ge 41 0.0 — —6.3 —4.6 0.4 5.4 232
37 70.7 — 424 40.3 41.0 41.7 —

Sn 41 0.0 — —8.6 -82 -3.6 1.2 15.7
37 87.5 — 56.6 52.8 53.0 53.3 —

Pb 41 0.0 — —-92  —11.0 —6.5 -1.6 14.3
37 97.9 — 66.3 60.9 61.1 61.4 —

MR;™*

ce 42 0.0 74.8 18.8 429 54.7 63.1 —
40 0.0 — 0.0 0.0 0.0 0.0

Si¢ 42 0.0 384 349 -3.6 11.5 25.5
40 58.9 21.0 9.1 9.7 13.8 18.4

Ge 42 0.0 — -508 —17.8 —0.7 154 —
40 70.7 — 6.1 9.6 15.7 224

Sn 42 0.0 — -505 —27.1 —10.8 5.1 —
40 87.5 — 20.8 15.8 21.1 27.4

Pb 42 0.0 — —585 =352 —176 —0.4 —
40 97.9 — 22.1 19.2 25.9 33.6

“The energies of equations 41 and 42 are from Reference 467; the energies of reactions 37 and 40 were calculated
by us, based on the total energies that are given in the supporting material of Reference 467. All energies are
calculated at MP2/VDZ+-P; quasi-relativistic pseudopotentials were used for Si, Ge, Sn and Pb and for Cl, Br
and L.

b At MP2/VDZ+P, quasi-relativistic pseudopotentials were used for Si to Pb; from Reference 473.

€At MP2/6-31G(d); from Reference 4.
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TABLE 46. M-—L bond dissociation energies (BDE, kcal mol™!) in [RsM—L]*t complexes

L =H,0¢ L = toluene®
M/R H F Cl Br 1 H CH3 Cl
C 71.3 43.7 10.9 49 -0.6 85.1 17.8 32.6
Si 54.7 72.4 46.8 39.2 31.3 53.9 28.9 49.0
Ge 44.5 62.7 40.4 33.6 26.6 47.6 26.2 48.3
Sn 38.9 56.7 40.8 35.0 28.9 40.3 25.7 47.7
Pb 314 46.4 332 28.6 23.8 442 30.5 56.1

4 At MP2/VTZ+D+P, quasi-relativistic pseudopotentials were used for Si, Ge, Sn and Pb and for Cl, Br and
I; from Reference 467.

b At MP2/CEP (RCEP). Compact effective potentials (CEPs) were used for C, Si and Cl, and their relativistic
analogs (RCEP) were used for Ge, Sn and Pb. The contribution of basis set superposition errors (BSSE) is
included; from Reference 471.

All halogens stabilize the carbenium ions CH,R™ and CR;‘ relative to CH3 " [equations 41
and 42 (M = C), Table 45] and the stabilizing effect of the halogen increases from F to I
(equation 42). Moving down group 14, the stabilizing effect of the halogens is weakened
and becomes destabilizing for the more electronegative halogens and more electropositive
M. Thus, F and Cl destabilize SiR3* while Br and I stabilize the silylium ion. lodine
has a stabilizing effect on Gel3™ and Snlz™ while all other halogens destabilize GeR3™
and SnR3™ (equation 42, Table 45). All halogens destabilize PbR3™ (equation 42). For
a given halogen, there is a constant decrease in their stabilizing effect (or increase
in their destabilizing effect) as M becomes heavier (equations 41 and 42), e.g. AE
(equation 42, R = Br, in kcal mol_l) =11.5, —0.7, —10.8, —17.6 for M = Si, Ge, Sn
and Pb, respectively*¢7.

The metallaallyl cations H;C=CHMH; " are planar and are stabilized by 7z-conjugation.
The stabilization energies (according to equation 41, R = CH=CH;) decrease as M
becomes heavier (Table 45). As in other cases, there is a large drop in the stabilization
between M = C (60 kcal mol~!) and Si (27.5 kcalmol~!) and a gradual decrease as M
becomes heavier, to only 14.3 kcal mol~! for M = Pb. This trend is also reflected in
the barrier for the rotation about the C—MH, bond in H,C=CHMH,*, which decreases
in the order (in kcalmol1): 37.8 M = C) > 14.1(M = Si) > 12.0(M = Ge) > 7.2(M =
Sn) > 6.2(M = Pb)*73.

The greater stabilization of the MR3 ™ (R = halogen) cations by the heavier halogens
is also reflected in the trend of the calculated bond dissociation energies of R3M*T—OH,
complexes which decrease in the order: R = F > R = Cl > R = Br > R =1 (Table 46).
For example, the binding energy of water to PbR3* changes from 46.4 kcalmol~! for
PbF;‘ to 23.8 kcalmol ! for Pbl34¢7. For a given substituent the binding energy of
MR3* decreases from M = C to M = Pb, e.g. the binding energies of MH3 ™" to water (in
kcal molfl) are: 71.3 for M = C, 54.7 for M = Si, 44.5 for M = Ge, 38.9 for M = Sn
and 31.4 for M = Pb. A similar trend was measured by high pressure mass spectrometry
for the binding energies of MR3 ™ (M = Si, Ge and Sn; R = Me, Et, n-Pr and n-Bu) to
water 473,

The cation—ligand bond dissociation energies in [R3M —L]* complexes (M = C and
Si; R=H, CH3 and F and L = NH3, H,O, HCN, H,CO, MeCN, Me,0, Me,CO,
FCN, F»0, F,CO and NF3) is larger for CH3* than for SiH3 T, but the opposite trend
was predicted when R = CH; or F. Thus, the binding energy of SiR3™ to the above
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ligands is larger than the binding energy of these ligands to CR3*; e.g. for L = NH3,
the binding energies are 113.3 and 79.6 kcalmol~! for CH3+ and SiH3 T, respectively,
while they are 43.7 and 54.4 kcalmol™! for C(CH3)s" and Si(CHz)3t, respectively.
This opposite trend in the complexation energies upon substitution at M reflects a smaller
conjugative interaction in SiR3% relative to CR31 470, The complexation effectiveness
of the above-mentioned ligands, e.g. to SiMes ™, follows the order (binding energy in
kcalmol™!): NH3(54.4) > MeCN(49.6) ~ MesC=0 > Me,0(44.0) > HyO ~ HCN ~
H,C=0(ca 38-40) > FCN(35.7) > F,CO(23.2) > F3N(13.8) > F,0(7.8)*7S.

The complexation of MR3 T cations with toluene is of special interest because of
the above-mentioned experiments of Lambert and coworkers*84592.:468 Basch com-
puted the geometric and electronic structure of complexes of MH3+, M(CH3)3t and
MCl;t with toluene (121) for all group 14 elements*’!. Going down group 14, the
nature of the complex changes gradually from a strongly bound o-bonded carbenium or
silylium ion complex to a w complex with an almost planar toluene unit for M = Pb.
The plumbylium ion is located directly above the ipso-carbon (Ci) of the ring, making
an angle of 90° with the plane of the benzene ring. Important geometric parameters of
[MR3 —toluene]™ complexes as well as charge distributions are given in Table 47. The
binding energies of the [MR3 — toluene]t complexes decrease from CH3* to SiHz™,
but increase on going from M = C to M = Si for M(CH3); ™ and MCI3t (Table 46).
For all M, the binding energy of MR3* to toluene decreases from R = H to R = CH3,
and then increases for R = Cl, i.e. the binding energies of GeR3™ to toluene are (in
kcalmol~1): 47.6 (R = H) > 26.2(R = CH3) < 48.3(R = CI). The calculated Mulliken
charges (Table 47) show delocalization of the positive charge from MR3™ to the com-
plexed toluene. The charge delocalization is largest for MCl3+. Among M, the largest
charge transfer is found for M = C and it is reduced as M becomes heavier. Based on
the short M—toluene distances (M—Ci values in Table 47) and the large complexation
energies (Table 46), it was concluded that none of the studied group 14 metal cations is
truly ‘free’¥71:477,

P s
Ci_ D Cp—CH;
a21)

Since even an inert solvent like toluene can be strongly coordinated, it was concluded
that the synthesis of a free MR3 T cation is extremely difficult, as was manifested by

several attempts to form ‘free’ trivalent tin cations*0-478=480  Sybstitution with bulky
substituents, e.g. R = mesityl, resulted in the formation of the first free silylium cation
(120)*° (see above). However, utilizing the same method to form free germyl and
stannyl cations*®! produced trimesitylgermyl and trimesitylstannyl cations, which are
concluded to be less than ‘fully cationic’. The measured ''°Sn chemical shift of the
trimesitylstannyl cation is 806 ppm. Cremer and coworkers calculated (IGLO/DZ+P)
a 8(119Sn) of 774 ppm for the free SnH31 cation and estimated (from methyl group
increments) a §(11°Sn) of 1075 ppm for the free (CH3)3Sn™ cation. Coordination of
these cations with a water molecule shifts §(''°Sn) of SnHz" to 54 ppm and that of
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TABLE 47. Geometries and charges in [MR3 — toluene]™ complexes (R = H, Me, Cl)*

MR;t Parameter C Si Ge Sn Pb
H3;MCHj3 d(M—C)b 153.3 187.9 195.5 214.0 218.1
R=H d(M—Ci)“ 158.0 206.4 218.7 241.1 242.4
ZMCide 133.5 104.1 101.1 97.6 91.8
Charge® 0.11 0.33 0.33 0.44 0.39
R = CHj3 d(M—Ci)“ 165.5 214.8 228.6 249.3 250.2
ZMCide 129.4 105.3 101.3 96.8 91.3
Charge* 0.24 0.39 0.43 0.52 0.50
R=Cl d(M—Ci)“ 157.2 200.9 2114 232.8 235.3
ZMCide 137.3 114.2 108.3 100.9 92.7
Charge* 0.00 0.21 0.14 0.23 0.15

@At MP2/CEP (RCEP). Compact effective potentials (CEPs) were used for C, Si and Cl, and their relativistic
analogs (RCEP) were used for Ge, Sn and Pb. The contribution of basis set superposition errors is included.
See 121 for structure definitions; bond lengths in pm, bond angles in deg; from Reference 471.

b At MP2/ECP (TZ basis set augmented with a double set of polarization functions for the valence electrons);
from Reference 45.

¢Distance between M and the coordinated carbon atom (Ci) of toluene.

dAngle between M and the plane of toluene ring.
¢Mulliken charge on the MR3 group.

(CH3)3Sn* to 352 ppm (estimated Value)477. Calculations of the '9Sn chemical shift
of a stannyl—toluene complex are not available. An empirical linear correlation was found
between measured 2°Si and ''”Sn chemical shifts of silanes and stannanes having vari-
ous degrees of charge localization on Si and Sn*’®. According to this correlation, §(>°Si)
of 225 ppm [which is the chemical shift measured for the free Si(Mes); ™ cation] trans-
lates to 8('1°Sn) of ca 1000—1100 ppm. This empirical estimation is in good agreement
with the above mentioned calculations by Cremer and coworkers. Using this support-
ing information it was concluded that Mes3Sn™ has more than three quarters of the
chemical shift expected for a free stannylium ion, having the highest cationic character
known to date for any stannyl cations*®!. The measured !'Sn chemical shifts previ-
ously reported for tributylstannyl cation in benzene and dichloromethane are 360 ppm®*7%2
and 356 ppm*7? respectively, comparable to the values calculated for water-coordinated
stannyl cations*’”, implying that these stannyl cations are more tightly coordinated than
Mes3Snt.

The cationic character of the trimesitylgermyl cation could not be evaluated from the
chemical shifts of 7>Ge because of its very low sensitivity, but the analysis of the aryl
13C chemical shifts is consistent with charge development on Ge which is compara-
ble to that on the corresponding silicon and tin analogs*®!'. Enclosure of the cations in
a cage may be a possible strategy for forming free cations of Si to Sn?8. Recently,
Sekiguchi and coworkers synthesized the first free germylium cation, (¢-Bu3SiGe)s™
(122) (as its BPhy™ salt) which does not show any significant interaction with the
counterion37>-38 (see Section VLF.2). A systematic theoretical study of the NMR chemi-
cal shifts of MR3 ™ cations with various substituents and in a variety of solvents is needed
in order to be able to establish the cationic character of newly formed group 14 MR3+
cations.
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lSi(Bu—t)3
Ge B
/®\ BPhy
) /Ge—Ge\ )
-Bu3Si Si(Bu-1)3
(122)

2. Tricoordinated radicals

Theoretical aspects of silyl radicals R3Si® were reviewed earlier by Apeloig’. Recent
developments in the chemistry of silyl radicals are reviewed in a chapter by Chatgilialoglu
and Schiesser in this book??. Experimental studies of tricoordinate MR3 radicals of heavier
group 14 elements (M = Ge, Sn and Pb) are reviewed by Mochida®3?.

In contrast to the MH3 ™ cations (and CH3*) which are planar, the MH3"* radicals (M =
Si—Sn) favor pyramidal C3y structures (123)37. While the bending angles (&) are 110 + 1°
for SiH3®, GeHs® and SnHj3® radicals (Table 48)*33, the inversion barrier of SiH3* and of
GeH3"® are very similar (3.7 and 3.8 kcal mol ™!, respectively), but they are almost twice
as large (7.0 kcalmol~!) for SnH3. This behavior can be explained using MO terms,
through the operation of the second-order Jahn—Teller effect?0>7 | as shown in Figure 37.
The mixing between the p, SOMO orbital (1ay”) and the M—H anti-bonding LUMO
orbital (23/1) stabilizes the pyramidal MH3*. As M becomes heavier, the SOMO-LUMO
gap decreases due to the higher energy of the SOMO (more electropositive and more
diffuse M), and the lower M—H LUMO which becomes less antibonding as M becomes
heavier. Thus the tendency to pyramidalize increases down group 14. The Jahn—Teller
effect is opposed by the rising energy of the le; orbital due to a decrease in the M—H
bonding overlap upon pyramidalization. CH3® is planar because the Jahn—Teller effect
cannot outweigh the destabilization of the lel/ orbitals. Steric repulsion between the

hydrogen ligands is also responsible for the planar structure of the small CH3* radical®”’.

(123) G5y

3. Tricoordinated anions

Experimental studies of tricoordinated anions of heavier group 14 elements (M = Ge,
Sn and Pb) were reviewed by Riviere and coworkers*8*.

All MH3 ™ anions have a C3, pyramidal structure. The degree of pyramidality is larger
than that of the corresponding radicals, as is reflected in the smaller HMH bond angles,
a, which are in the range of 92°~96°198; only CH3 ™ is nearly planar with o = 109.1°43832
(Table 48). The higher degree of pyramidality in the anions relative to the radicals can
be attributed to a stronger Jahn—Teller effect in the anions due to the occupation of the
pz HOMO by two electrons (Figure 37).

The electron affinity (EA) of the MH3® radicals increases significantly from CH3® to
SiH3® while SiH3* and GeHs® have similar EAs; i.e. the calculated electron affinities
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TABLE 48. Calculated geometries of MH3 ™, MH3* and MH; ¢

M MH4(Tq)® MH;" (D3p)° MH; (C3y)° MH;~ (C3y)¢
d(M—H) d(M—H) d(M—H) /HMH d(M—H) /HMH
C 108.6 110.6 108.9¢ 120.0¢ 110.21 109.11
Si 148.0 146.3 148.8 111.2 153.9 95.8
Ge 152.9 148.5 151.6 111.7 161.2 94.0
Sn 170.3 172.1 173.8 110.2 180.5 93.6
Pb 174 .4 171.98 — — 186.0 92.2

“Bond length in pm, bond angles in deg.

bCore polarization pseudopotentials (4-valence electrons); from Reference 106. See Table 2 for values at other
computational levels.

€At LDA/TZ2P; from Reference 57. See also the values in Table 43.

d At QCISD/TZP including diffused functions. A relativistic ECP was used for Pb; from Reference 168.

¢For the planar D3}, minimum.

I At CCSD(T)/aug-cc-pVQZ; from Reference 483a.

8 At B3LYP using quasi-relativistic ECPs; from Reference 461.

3a, .,
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FIGURE 37. A molecular orbital diagram which explains the operation of a second-order
Jahn—Teller effect in the pyramidalization of MH3°. Reprinted with permission from Reference 57.
Copyright (1996) American Chemical Society

using the G2 method (experimental values are given in parentheses) are (in kcal mol~1):
0.9%85 (1.8)868 for CHz*#83a=c; 327485 (< 33.2)%6P for SiH;*483;36.9486¢ (<
40.1)*860 for GeH3*483d. A significantly higher electron affinity in the range of
80—85 kcalmol~! was calculated for GeF3® using different density functionals and ab
initio methods*33d. The high electron affinities of SiH3* and GeH3® can be attributed
to the character of the orbital which accommodates the two lone-pair electrons in the
anions. Thus, the small HMH bond angles in SiH3 ™~ and GeH3 ™ relative to that of CH3 ™~
(Table 48) imply that the orbital in which the lone pair resides in SiH3 ™ and GeH3™ has
a significant s-character, as opposed to CH3 ™~ for which the orbital is predominantly p in
character, thereby increasing the energy required to remove the electron from SiH3 ™ and
GeH;—486¢.
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The calculated vertical ionization potentials of MR3™ are (in kcal mol~!): 11.8 for
CH3™, 41.3 for SiH3~ and 43.4 for GeH3™; the corresponding adiabatic IPs are
4.4, 30.2 and 32.0 kcalmol~!, respectively*®’, in good agreement with photoelectron
spectroscopy measurements*3¢2-2:488 The proton affinity of the MH3 ™ anions decreases
slightly from SiH3~ to GeH3™, but is significantly larger for CH3 ™, i.e. the proton
affinities (in kcal mol~! at G2) are: 416.9 for CHz~ 85, 372.3 for SiH3~*35 and 361.7 for
GeHjz~483d.:486c. The trends in the EAs of the MH3 radicals, and the proton affinities and
ionization potentials of the corresponding anions, imply that the ability to accommodate
a negative charge increases as the central atom becomes heavier and as the substituents
are more electronegative (see below). Unfortunately, calculations of these properties for
the heavier SnH3z ™ and PbH3 ™ are still not available.

The effect of various substituents on the stability of MR3 ™ anions was studied only
for the silyl anion and these studies were reviewed by Apeloig’. Silyl anions substituted
by first-row substituents (BH, to F) are all pyramidal, except for HySiBH> ™ which is
planar*®®. The a-substituents have also a strong effect on the inversion barriers of the
RSiH, ™ anions, which at HF/DZ were calculated to be (in kcal mol™!): 34.3 for SiHz ™,
40.4 for CH3SiH,~, 42.8 for HoNSiH, ~, 50.7 for HOSiH,~ and 57.3 for FSiH, 8%,

The calculated acidities of substituted silanes relative to that of SiH4 [at HF/6-31+G(d),
a positive value indicates a higher acidity] are: 13.4 (H,BSiH3), —6.8 (CH3SiH3), —5.9
(H,NSiH3), —2.1 (HOSiH3) and 5.8 (FSiH3); thus, -donor substituents (NH,, OH) were
calculated to decrease the acidity of RSiHj3 relative to that of SiH4, while o (e.g. F) and
7 acceptors (e.g. HoB) increase their acidity489b. The calculated (using DFT methods)
proton affinity of MeGeH, ~ is 365.6 kcal mol~! (exp. 367 kcal mol~1), larger than that of
GeH3 ™ (of 361.7 kcal mol~!), indicating that methyl substitution decreases the gas-phase
acidity of germanes. On the other hand, the calculated proton affinities of Ge(OH)3;™
and GeF3~ are 342 and 316.1 kcal mol~!, respectively, significantly smaller than that of
GeH3 ™, indicating an increase in the gas-phase acidity of hydroxy- and fluorogermanes
relative to GeH4*83d. Similar substituent effects, although quantitatively different, are
expected also for the heavier metalla anions, but, as mentioned above, such studies are
not yet available.

The metallaallyl anions, CHy=CHMH, ~, have strongly pyramidal MH; groups which
can rotate around the M—C bond with little or no barrier. The reaction energies of
equation 43 are very small for M = Si to Pb [1.7—4.1 kcal mol~! at MP2/6-31G(d); ECPs
for Si—Pb] and suggest that these CH,=CHMH, ™ anions gain very little stabilization
by m conjugation, in contrast to the corresponding allyl anion for which the energy of
equation 43 is 29.8 kcal mol~!. The calculated charge distribution, which shows that the
negative charge is localized mainly on the terminal MH, group and the central CH group
while the terminal CH, group carries only a small negative charge, also indicates that &
conjugation is small. The electronic structure of the molecules was also studied using the
Laplacian of the electron density distribution, which shows the formation of a lone pair
of electrons on M*73.

CH,=CHMH3 + MH3~ ——> CH,=CHMH,~ + MHy4 (43)

Hoz and coworkers have recently studied the intrinsic barriers in identity SN2 reactions
(equation 44490,

H3CMH,~ + H3CMH,CH3 —> [H3C(H,)M - - - CHs - - - M(H,,)CH3] ™~
— > H3CMH,CH3 + HsCMH; n=12 (44)
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The calculated barriers [at the G2(+) level] for reaction 44 are (in kcalmol™'): 44.7
for M = C, 45.8 for M = Si, 38.1 for M = Ge and 30.6 for M = Sn. These barriers are
significantly higher than for M = N, P, As and Sb*%,

The interesting aromatic metalolyl anions c-(C4H4)MH™ (90) and c-(C4H M2~ (91)
are discussed in Section VI.F.3.

C. Pentacoordinated Compounds

A general introduction to hypercoordinated systems and a discussion on MHs, MXs5,
MXg, MX7 and MXg are given in Sections V.D.1, V.D.2, V.D.3

1. Pentacoordinated cations

There are countless publications concerning CHsT#71=493 The methonium ion has no

discrete structure as hydrogen scrambling is essentially barrierless**! =493, In contrast,
for SiHs and GeHst 462494497 (e global minimum can be described as a side-on
complex between an almost planar MH3 T cation and a dihydrogen molecule (124). For
M = Ge, 125 was also located as a minimum but it is by ca 10 kcal mol~! less stable
than 124. All other structures that were studied (some examples are 126—128) are not
minima on the PES for both SiHs™ and GeHs+ 494493497 The energy of 126, which is
a transition structure for the rotation of the hydrogen molecule, is almost equal to that of
124, implying free rotation of the hydrogen molecule in both SiHs* and GeHs™.

H

H H

H H H H

v H N4 +1\|/[_____--(~H e H, |4
M M—H_ ‘ ATH S #HMH
s\ “H / H ) H H H” |
H H H H H H
(124) C, (125) Cy, (126) C, (127) Cyy (128) Dy,

The calculated geometries of SiHs™ and GeHs™ (124) are given in Figure 38. The
structures shown exhibit very small perturbations relative to the isolated MH3™ and
H, fragments. The three equal Ge—H and Si—H bonds are by only 0.2 and 0.1 pm
shorter than those in the corresponding free MH3 T, respectively, and the H—H bond is
by ca 3 pm longer than that in the isolated Hy***%%7. The proton affinity of SiHy of
153.2 kcalmol™! and of GeHy of 156.4 kcal mol~! are similar, as are the dissociation
energies of MHst to MH3 T + Hy of 10.3 kcalmol~! for M = Si and 10.0 kcal mol~!
for M = Ge. This similarity is somewhat surprising, as one would have expected that
the dissociation energy of GeHs* would be smaller than for SiHs™ due to the smaller
charge on germanium in GeH3™ (40.84) compared to that on silicon in SiH3T (1.01).
However, the binding between the MH3™ cation and H, is due mostly to an interaction
between the vacant p orbital (LUMO) on the MH3 T part and the o orbital (HOMO) of
H;. The smaller HOMO-LUMO gap for GeH;' and H, than for SiH3' and H, dictates a
more stable GeHs 6 than expected from its electronegativity****%7. The proton affinity of
germane is slightly higher than that of silane and considerably higher than that of methane
(130.5 kcal mol~!). Consequently, germane is able to abstract hydrogen from both CHs™
and SiHs14%*. No studies are yet available for SnHs+ and PbHst.



142 Miriam Karni, Yitzhak Apeloig, Jiirgen Kapp and Paul von R. Schleyer

146.0 (Si)

152.0 (Ge) 191.0 (Si)

203.1 (Ge)
77.4 (Si)
77.0 (Ge)

191.5 (Si)
203.4 (Ge)

FIGURE 38. Calculated geometries (at CCSD/TZ2P for M = Si**7 and CCSD/TZP+f for M =
Ge***) of the side-on complex of MHs™ (124). Bond lengths in pm

2. Pentacoordinated radicals

A detailed discussion on the properties of MHs® is given in Section V.D.1 and its
calculated structure is shown in Figure 9. In this section we will discuss the role of
pentacoordinated MRs® in free-radical homolytic substitution reactions.

The potential energy surfaces for the attack of a hydrogen atom and of a methyl
radical at the heteroatom in MH4 and H3CMH3z (M = Si, Ge and Sn) (equations 45, 46
and 47)*982 and the attack of MH3 on H3M'M”H3z (M, M’ and M” are Si, Ge and Sn)
(equation 48)*%8 were studied in order to provide a better understanding of the parameters
which affect and control the mechanism of such radical substitution reactions. Calculations
for substitutions at lead are not available.

ol

H'+MH; —> H---M---H —> MH,+ H" “s)

:\
HH
(129)

vl
CH; + MHy ——> H3C"'M"'H —> H3CMH; + H® (46)
H H
(130)

HooT
CH';. + H';MCH'; — H3C"‘M"'CH3 — H';CMH'; + CH3. 47)
H H
131

All the results presented below were calculated using QCISD/DZP//MP2/DZP with
ECPs for Si, Ge and Sn. Reactions 45 and 46 pass through pentacoordinated transition
structures (129, 130), while 131 is a minimum on the PES (see below). The activation
barriers for the homolytic degenerate hydrogen substitution in MH4 (equation 45) are

(in kcal molfl): 17.1, 18.2 and 16.6 for M = Si, Ge and Sn, respectively; the activation
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barriers for the nondegenerate substitution of hydrogen by a methyl group are higher,
being (in kcal mol_l): 24.2, 25.5 and 22.8 for M = Si, Ge and Sn, respectively. How-
ever, the activation barriers for the reverse reaction, an attack by an hydrogen radical on
H3CMH3 and the expulsion of a methyl radical, are considerably lower, i.e. 16.5, 16.2
and 13.5 kcal mol™!, showing that the methyl radical is a better leaving group than the
hydrogen radical and that the latter is a better attacking group. The degenerate methyl
substitution (equation 47) passes through a C3,-symmetry transition state which leads to
a weakly bound, intermediate structures 131 of D3, symmetry. The activation energies
for the decomposition of 131 to the corresponding products are only 0.3—0.5 kcal mol~!.
However, when ZPEs are included 131 is less stable than the C3y-transition state by ca
1.5-3.0 kcal mol™!. The calculated activation barriers for equation 47 are (in kcal mol™ 1)
28.1, 26.6 and 22.8 for M = Si, Ge and Sn, respectively. These relatively high activation
barriers suggest that homolytic substitution is most likely not a viable mechanism for
reactions involving silyl, germyl or stannyl group transfers between methyl groups*?%2.
Addition of alkyl groups on M (e.g. the use of Me4Si instead of MeSiH3) or better leaving
radicals than the methyl radical may reduce the activation barriers.

Reactions 48 (M, M’ and M” are Si, Ge and Sn) were investigated for both degener-
ate and nondegenerate situations. ‘Back-side’ (132) and ‘front-side’ (133) approaches of
MH3* were considered. Both approaches involve pentacoordinate transition states (Scheme
5). The optimized structures of 132 and 133, M = M’ = M” = Si are shown in Figure 39a.

H3;M® + HsM'M"H; —— H3MM'H3 + M"H3* (48)

H3M---M ---M"H;

/ ‘back slde \
(132)

H;M’* + H;M'M”H; H;MM'H; + M”Hy'

‘front-side’
(133)

SCHEME 5

The calculations predict that the degenerate homolytic substitution by silyl radical at
the silicon atom of disilane proceeds by mechanisms that involve either a ‘back-side’

or a ‘front-side’ attack, having similar activation barriers of 12.6 and 13.9 kcal mol~1,
respectively. Similar conclusions were obtained for the degenerate homolytic substitution

reactions involving GeHs® and SnH3®, with barriers of 15.6 kcal mol~! (‘back-side’) and
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18.3 kcal mol ! (‘front-side’) for germyl radical attack at digermane, and 14.0 kcal mol~!
(‘back-side’) and 14.1 kcalmol™! (‘front-side’) for stannyl radical attack at distannane
[calculated at CCSD(T)/aug—cc—pVDZ//MPZ/DZP]498b. Calculations of the analogous non-
degenerate reactions of disilane, digermane and distannane as well as reactions involving
silylgermane, silylstannane and germylstannane find that, while homolytic substitution
at silicon and germanium favors the ‘back-side’ mechanism, reactions involving free
radical attacks at Sn are predicted to be less discriminate; the activation barriers for
both approaches are very similar, e.g. the barriers for the attack of SiHz* on H3SnSnHj3
are 9.9 kcalmol~! and 9.4 kcalmol~! for the ‘back-side’ and ‘front-side’ approaches,
respectively*?8b.

An ab initio study™” of homolytic 1,2-migration reactions (equation 49) of SiH3z, GeH3
and SnHj3 groups between two carbon centers (Y = C), between carbon and nitrogen
centers (Y = N) and between carbon and oxygen centers (Y = O) predict that these reac-
tions proceed via homolytic substitution mechanisms involving ‘front-side’ attack at the
group 14 element (equation 49). In such a mechanism, chiral groups involving group
14 elements are expected to migrate with retention of configuration. The intramolecular
migrations between carbons (equation 49, Y = C) were predicted to be unlikely, with cal-
culated (at QCISD/DZP//MP2/DZP) activation barriers of 24.6, 24.7 and 17.8 kcal mol ™!
for M = Si, Ge and Sn, respectively. 1,2-Migrations from carbon to nitrogen and carbon
to oxygen were predicted to be more facile, with activation barriers of 15.1, 16.5 and
9.3 kcalmol~! for M = Si, Ge and Sn, respectively (equation 49, Y = N) and 8.2 and
9.2 kcalmol ™! for the 1,2-migration of silyl and germyl radicals in silylmethoxyl and
germylmethoxyl, respectively (equation 49, Y = O). MP2/DZP calculations predict that
H3SnCH, 0" rearranges to H3SnOCH,® without a barrier. The H3SiCH,0° to H3SiOCH,*
isomerization is the prototype for the radical Brook-type rearrangement (e.g. equation 50).
The ‘front-side’ pentacoordinated transition structures of reaction 49, Y = N and O are
shown in Figures 39b and 39c, respectively. All the above mentioned 1,2-migrations that
involve a migration of a GeHs group have larger barriers than the analogous silicon or tin
rearrangements, in agreement with the experimental results of Kim and coworkers % who
found that 1,6-migrations involving trialkylgermanium substituents proceed less readily
than their Si or Sn analogs.

499

<

A 49)
H3MCH,YH; —» H,Y —CH, —> HsMYH,CH; n=0-2
TS

(o} OSiR;
— : (50)
SiR;

3. Pentacoordinated anions

The calculated structures (at the QCISD level with triple-¢ basis sets which include
diffuse and polarization functions for Si, Ge and Sn, and ECPs for Pb)!%8 of D3, MHs™
group 14 anions, which are all minima on the PES, are given in Figure 40. The M—H
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FIGURE 39. (a) Calculated geometric parameters [at MP2/6-311G(d,p) and B3LYP/DZP, given one
below the other] of the transition state structures 132 and 133 for the degenerate ‘back-side’ and
“front-side’ reactions of a SiH3* radical with H3SiSiH3. Adapted from Reference 498b. (b) Optimized
transition state structures (at MP2/DZP) for the 1,2-migration reactions 49, M = Si, Ge and Sn;
YH,, = NH. (c) Optimized transition state structures (at MP2/DZP for Si and Ge and HF/DZP for
Sn) for the 1,2-migration reactions 49, M = Si, Ge and Sn; Y = O (n = 0). Bond lengths in pm,
bond angles in deg. (b) and (c) are adapted from Reference 499

bond lengths, especially the equatorial bonds, are longer than those in the correspond-
ing radicals (Figure 9). Difference density maps reveal that, upon anion formation, the
incoming electron density accumulates preferentially in nonbonded regions of the axial
and, to a lesser extent, equatorial hydrogens!’°.

The electron binding energies in MHs ™ are in the range of 41—55 kcal mol ™! 168,170 The
dissociation of MH5~ to MH3 ™~ + Hj is exothermic by 6.0, 25.4, 22.5 and 46.9 kcal mol !
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152.8 (Si) -
1582 (Ge) H,, j
178.7 (Sn)
179.0 (Pb)
\H
A
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1725 (Ge)
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FIGURE 40. Optimized geometries of D3, MHsanions calculated at QCISD/6-3114++G(d,p)
for M = Si, QCISD/TZ2P with two sets of diffuse s and p functions for M = Ge and Sn and
QCISD/RECP for M = Pb. Bond lengths in pm; data from Reference 168

for M = Si, Ge, Sn and Pb, but it occurs via a two-step mechanism. The first step, the
dissociation of MH5™ to MH4 4+ H™, is endothermic for M = Si to Pb and its energy changes
irregularly with M, i.e. the dissociation energy is 20.2, 16.4, 33.0 and 23.0 kcal mol ™!
for M = Si, Ge, Sn and Pb, respectively. The second step, i.e. the proton transfer step,
MH, + H- — MH3™ + Hj, has been calculated to be barrierless and exothermic for all
M98 The energy decomposition analysis of Morokuma was used to clarify the calculated
trends in these dissociation reactions!68.

Viil. CONCLUSIONS AND OUTLOOK

The developments during the last two decades in the chemistry of organic compounds of
germanium, tin and lead, both experimental and theoretical, have been spectacular. The
experimental achievements are, no doubt, extremely impressive, with the syntheses of
numerous new types of molecules, many of which were previously believed to be ‘non
existent’. However, in our opinion the big leap forward in this field, and essentially in
its systematization and deeper understanding, has been theoretical. Fifteen years ago only
very small molecules of group 14 elements could be calculated with reasonable accuracy
and reliability and the role of theory in this field of chemistry was small. Due to intense
effort over the last 15 years, new theoretical methods have been developed allowing
reliable calculations of relatively large molecules containing heavy group 14 elements.
This impressive progress in theoretical methodology resulted in intensive computational
work, which is summerized in this review and in its nearly 650 references, and in a much
deeper understanding of the periodic trends, major as well as subtle, expected as one
moves down along the group from carbon through silicon and germanium to tin and lead.
However, although much has been learned, the field of the organic chemistry of ger-
manium, tin and lead is still in its infancy and many interesting territories remain to be
explored and discovered. We have no doubt that computational methods will continue to
play a major role in the study of Ge-, Sn- and Pb-containing compounds, and that this is
the most powerful tool currently available to the chemist with which to study systemati-
cally these compounds in order to understand trends within the compounds of group 14
elements. What is already clear is that the chemistry of germanium, tin and lead is not a
simple extension of the chemistry of silicon. Striking and surprising differences are found
when compounds of the heavier congeners are compared with those of the lighter congeners.
The relatively short experience in this field has taught us that the future lies in the close
collaboration and joint research of theoreticians and experimentalists. The models that can



1. Theoretical aspects of compounds containing Si, Ge, Sn and Pb 147

be generated by calculations have become indispensable in understanding and evaluating
experimental results and interpretations, and in suggesting synthetic targets which may
have useful and interesting properties. Without doubt this strategy would lead to many
interesting new developments which will maintain group 14 chemistry as a fruitful, active
field of research for many years to come.
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I. INTRODUCTORY REMARKS: PHOTOELECTRON SPECTROSCOPY TODAY
AND THE SCOPE OF THIS REVIEW'

The period of the early tempestuous years of (helium I) photoelectron (PE) spectroscopy
between 1970 and 1980, during which the method had been developed and thousands of
ionization patterns of a large variety of volatile molecules were recorded?>~?, and which
was superseded between 1980 and 1990 by a period of practical applications such as the
prediction of radical cation generation in solution!® or the advantageous gas analysis in
flow systems!!12, has now passed. Still, however, results of one or another investigation
using information from the powerful and relatively easy to handle radical cation state
analysis method are published, but the emphasis has shifted in the meantime to other
measurement techniques from the arsenal of physics: The Nobel prize honored Electron
Spectroscopy for Chemical Analysis (ESCA)!3 still provides valuable information on
surface phenomena of novel materials including heterogeneous catalysts, or the more
recently developed high-resolution Zero Kinetic Energy (ZEKE)!# spectroscopy opens
new doors for the observation of molecular ions as well as other species in the gas phase.

Why then write another review on the (helium I) photoelectron spectroscopy of silicon
compounds? At a time of rapidly increasing computer application to various aspects
of preparative chemistry, it seems worthwhile to summarize historic and more recent
achievements in the rapidly progressing knowledge of silicon-containing molecules, and
their molecular state properties, which are via Koopmans’ theorem intimately connected to
quantum chemical calculations. Above all, some selected cases are well-suited to illustrate
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what has and still can be learned concerning more general rules of bonding in main
group element compounds containing centers of low effective molecular charge, such as
silicon'>.

This review will therefore attempt to summarize aspects of the advantageous molecular
state approach to volatile silicon compounds based on selected (helium I) photoelectron
spectra including their quantum chemical assignment!®, and will cover some of the appli-
cations to investigations in solution as well as to the structures determined in crystals'”.

Il. REAL-TIME GAS ANALYSIS USING PHOTOELECTRON SPECTROSCOPIC
VERTICAL IONIZATION FINGERPRINTS

Despite the nowadays fading use of (helium I) photoelectron spectroscopy, its principles>?,
facets of the instrumentation>!! and a brief introduction to the molecular state approach
for rationalization of the vertical ionization fingerprints recorded!? has to be given, because
otherwise many arguments concerning ionization patterns of silicon compounds might
remain difficult to comprehend.

A. Principle of PES Measurement and Some Experimental Details

Photoelectron spectroscopy uses the photoionization of a neutral molecule M to its
radical cation M*®,
M+ hy ——> M*® 4 &® (1)

to determine the n vertical ionization potentials IEX of M,
IE) (M) = hv + Exin(e®) )

from the difference of the photon energy hv and the kinetic energy Eyi, of the ejected
electron. If the usual helium(I) discharge lamp is chosen as a source of monochromatic
photons with hv = 21.21 eV, all ionization potentials up to 21.21 eV can be measured
by counting the emitted electrons of specific kinetic energy>~*, separated when leaving
the ionization chamber (Figure la: H) by passing a cylindrical (Figure 1a: I) or spherical
analyzer (Figure 1b) of continuously varying voltage.

For the recording of (helium I) spectra of volatile molecules or for gas-phase reactions
monitored by PE spectroscopic real-time analysis in a flow system, the parts of a variable
building block apparatus are assembled and directly connected to the spectrometer, which
generates the compound stream by its respective vacuum pump system (Figure 1a and b).
Out of numerous possible combinations'!, only a few applications shall be pointed out
(cf. Figure 1).

Thermal decomposition of molecules. Compound A is pumped through the heating
zone C via bypass E into the spectrometer. Additional options are: after optimization of
the decomposition temperature, the pyrolysis product can be isolated in trap E (cf. e.g.
References 11 and 12) or by-products like HCI removed by injecting the stoichiometric
amount of, e.g., NH3 from F, depositing NH4Cl on the inner wall of the mixing bulb G
to record the PE spectrum of the pure pyrolysis product (cf. e.g. References 11 and 16).

Optimization of heterogeneously catalyzed reactions. Compound A, which can be mixed
in B with other components, runs over the catalyst heated in C to the optimum temper-
ature determined by continuously recording the PE spectra of the gas mixture (cf. e.g.
References 11, 18 and 19). Using capillary D, the reaction may be carried out at atmo-
spheric pressure, side-tracking a negligible amount at 10~2 mbar pressure for analysis
into the PE spectrometer. The reaction products are either analyzed PE spectroscopically
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via bypass E or trapped for additional gas-chromatographic determination by switching
the stopcocks E (cf. e.g. References 12 and 20).

The advantages of the above procedures are: millimole amounts of the precursor—in
the case of heterogeneously catalyzed reactions, therefore, only a few cubic centimeters
of the (precious) catalyst—and a couple of hours allow one to optimize temperature
and flow conditions in the heated reaction zone (Figure 1a) with the gas stream being
transported by the vacuum pump system of the PE spectrometer. The spectra can be
registered on-line, displaying on a screen continuously the band pattern of the resulting
reaction mixture?!*22, and for analysis of gas components, their digitally preregistered PE
spectra can be computer-subtracted from the flow mixture.

Detection of short-lived (partly interstellar) molecules. For their identification, the
distance' 16 between heating zone and target chamber has to be as short as possible.
Advantageously, a short-path pyrolysis oven (Figure 1b) can be built into the PE
spectrometer. The molybdenum tube of the latter is heated resistively and, in addition, also

Photoelectron

———————— spectrometer
Counter * gv {;om helium
multiplier ischarge
Vacuum
@ pump system

FIGURE 1. (a) Photoelectron spectroscopic measurement principle and assembly kit'!-1® possibili-
ties for gas-phase reaction monitored by real-time PES gas analysis. A: Compound inlet system with
manometer; B (as well as G): optional mixing bulb for adding another gas; C: temperature-controlled
oven with quartz tube filled with quartz wool or catalyst; D: optional capillary for branching off a
side-stream of reduced pressure to the PE spectrometer while running the gas-phase reaction at atmo-
spheric pressure; E: cooling trap for isolation of compounds after the reaction has been optimized
via the bypass; F: gas storage and inlet system to add stoichiometric amounts of other gases, e.g. to
deposit gas components as salts at the inner wall of G. The respective building block apparatus is
directly connected to the PE spectrometer containing the ionization chamber H and the analyzer L.
(b) Outline of the short-path pyrolysis apparatus integrated into the PE spectrometer Leybold Heraeus
UPG 200'!: U resistive heating, U, electron impact heating
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FIGURE 1. (continued)

by electron impact (Figure 1b: Uj, Uj); the distance between the end of the oven zone
and the PES ionization chamber amounts to only 3 cm. Use of this short-path pyrolysis
technique permits the detection of thermal decomposition products with lifetimes in the
millisecond range!" 12,23

B. The Molecular State Approach to Silicon Compounds

At a time when at least one chemical publication appears in every one of the 525,600
minutes of a 365-day year, the planning and evaluation of experiments assisted by com-
puter calculation are a necessity. In addition, the real building blocks of a chemist
are no longer the over 107 molecules now known, but—as convincingly documented,
for example, by photochemical synthesis steps or by multielectron-transfer redox reac-
tions—increasingly their numerous molecular and molecular—ion states” 19-15:16 accessible
via various routes of energy transfer (Figure 2a). These states are revealed by spectro-
scopic band or signal patterns, by which the respective compounds may be identified as
well as characterized, and can be ordered with respect to both energy!'%-15-2* (Figure 2a)
or time scales'®2* (Figure 2c). In addition to this analytical ‘ear-marking’, such mea-
surements afford as a rule valuable, but often unused, information about the compound
investigated, including the energies and symmetries of its various states, as well as the
energy-dependent electron distribution over its effective nuclear potentials (Figure 2b).

For closer elaboration of the numerous radical cation states of molecules on energy
and time scales (Figure 2a and c), photoelectron (PES)3’5’16 and electron spin reso-
nance (ESR/ENDOR)!0:-23 spectroscopic techniques have complementary time ranges:
“Vertical’ ionization energy patterns are measured with a time resolution of less than
10~15 s (Figure 2c) without any vibrational structural changes on electron ejection and
can therefore be correlated to the eigenvalues calculated for the neutral molecule by
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—8§CF3’5. In contrast, ESR/ENDOR signal patterns

are recorded ‘adiabatically’ with a considerably smaller time resolution of >1078 s, that
is, long after the activation of molecular dynamics at about 10~!3 s. The spin popula-
tions p,, detected for the individual radical ion centers p can be rationalized according
to the McConnell relation, p, o 2, by comparison with the calculated squared orbital

applying Koopmans’ theorem, IE); =

jw’
(Selected)
(Electronic) State
Molecular states measurement
Elutul “ 4 fata
A IE
. e 4 —HleV]
xIo®) \: ------- 7y ~
et » Z
C) g
IE, /e PES 1 [ESR
T K[mT]
IE, cps
A 5
Sy [em™']
o Lr-+{[3
e \\‘ |
1 UV
Emol
hv
(IR)
(M) O ------ - (NMR)
red
EA, +&° Ey, V]
/ [0\ Endor
RAMHz]”
EA, +& I[mA]
o @t 4
(a)

FIGURE 2. (a) Schematic energy scale for electronic ground (I') and exited ( in) states of a neutral

molecule M, its radical cation M*® generated by ionization or oxidation and its radical anion M*® and
dianion M®® resulting from electron insertion. Representative measurement methods used in many
investigations are NMR, IR, UV, PE, ESR and ENDOR spectroscopy as well as cyclic voltammetry
(CV). (b) Qualitative molecular-state model. (¢) Schematic time scale for molecular states and their
changes (in seconds, the time unit intermediate between the duration of a human heart-beat and the
transmission of stimuli by the eye)!?: [l Radiation frequencies and (Bl measurement methods and
information obtained
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coefficients (c? M)10,25. The data obtained from the two measurement techniques comple-
ment each other because of their different time resolution and allow, in combination with
approximate energy hypersurface calculations’, reliable estimates of structural changes in
molecules M on adiabatic one-electron oxidation M — M*® + e® including the inherent
molecular dynamics within the complexity of the 3N — 6 degrees of freedom®.

In conclusion, the general point of view is put forward that molecules act as
‘self-dedicated computers’, ‘printing out’ measurement data which provide complete,
self-consistent and completely correlated solutions of the Schrodinger equation!®1!. The
follow-up Shakespearean question, whether to measure or to calculate, which arises from
the rapid development of both the measurement techniques as well as of numerical
quantum mechanics, is best answered with reference to how successful and stimulating
the combination of the two proves to be.

lll. INTRODUCTORY ‘CLASSIC’ EXAMPLES OF PHOTOELECTRON
SPECTROSCOPIC INFORMATION ON PROPERTIES OF AND BONDING IN
SILICON-CONTAINING MOLECULES

The decreasing number of PE spectroscopic investigations since 1994, which will be
examined in Section IV under various specified aspects, should be preceded by some
selected topics!®1316 to provide the basis needed for comparison and rationalization.
With their landmark character, the cases presented will in addition introduce historical
aspects of achievements and their benefit to silicon chemistry.

A. The Tremendous Difference in Effective Nuclear Potentials of Carbon and
Silicon

One most informative ionization fingerprint comparison is that of the iso(valence)elec-
tronic molecules ethane and disilane (Figure 3).
The ethane radical cation state sequence, X CCE o) < A(2Ag) < BCEy) < C(CAy), is well

established from its repeatedly recorded PE spectrum’~> (Figure 3). Both ocy(e) M*®
states exhibit considerable Jahn/Teller distortions of 0.7 eV and 0.8 eV, respectively, and
the ionization into the predominantly occ-bonding M*® state A(zAg) is located at about
13.4 eV in between them.

Comparison with the PE spectrum of the iso(valence)electronic disilane?® (Figure 3)
reveals surprisingly large differences: Judging from the intensities 1:2:2 of the
three low-energy PES bands, the osis; ionization has been lowered by 3 eV or about
271 kImol~! (1) relative to the occ value. The silane radical cation ground state is shifted
out of the o(SiHy) ionization hill and becomes the well-separated first vertical ionization
peak of the disilane PE spectrum (Figure 3). As concerns the ogijy ionizations, both the
egley split as well as the D3y — Cop Jahn/Teller distortions are smaller than in ethane,
reflecting the considerably longer o bond length dgisi = 235 pm vs. dcc = 153 pm. It is
pointed out that also the 3ss; dominated M*® state is lowered relative to the analogous
2sc one in energy by 3.6 eV! Altogether, the center of gravity of six ionizations within the
He(I) measurement region is shifted from 14.9 eV for H3;CCH3> by 2.1 eV(!) to 12.8 eV
for H3SiSiH320.

The tremendous lowering of the effective nuclear charge of silicon relative to carbon
can be substantiated by the difference in their average atomic ionization energies for all
n valence electrons,

[EA™M — [TE(A) + IEj(AT) + IE{(ATT) - + IE; (AT D)y /n 3)

valence
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The values of IEé;feIr?ce, 25.8 eV for Si and, 11 eV(!) higher, 37.0 eV for C are reflected
by a ‘united atom’ comparison of valence electron ionization energies for third-row iso-
electronic species AH, 27 containing 18 electrons, in which one proton after the other
with nuclear charge Z = 1 is drawn out of the nucleus of the preceding central element
on its left®, and also incorporating the iso(valence)electronic 10-electron molecule CHy
(Figure 3a). In the respective PE spectroscopic vertical ionization patterns (Figure 3b),
two regions are easily recognized: the energetically higher AH;ea states with 3s holes
of a; symmetry and the band of partly degenerate 3p-type ones, which are assigned to
the ionization of electron pairs n4 or the symmetry-adapted bond combinations oay.
The 3s electrons in the proximity of the nucleus become more readily ionizable with
decreasing effective nuclear charge, as demonstrated by the 3s and 2s vertical ioniza-
tion energies (Figure 3b). The 3p electrons, which are on average farther away from the

nucleus, expectedly prove less susceptible to the influence of the core potential and split

for the AH,, molecules into their characteristic M*® levels (Figure 3b). For SiH4216’27

4
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FIGURE 3. (a) Comparison of the He(I) PE spectra of the D3gq-symmetric molecules ethane and
disilane, which exhibit Jahn/Teller splitting (J/T) of their M*® (e) states with dominant contributions
(O) to positive hole delocalization, based on their quantitative radical cation state assignment (see
text). (b) ‘United Atom’ correlation for the isoelectronic 18-electron species from Ar to SiHy includ-
ing the iso(valence)electronic 10-electron molecule CH4 with average atomic ionization energies

Atom
IEvalence

and their vertical ionization patterns (see text)
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FIGURE 3. (continued)

relative to CH4>%7, the center of gravity of the four valence ionization energies is shifted

by 2.5 eV (!) in close correspondence to the average shift for six of the seven valence
electron ionizations for SipHg and CyHg by 2.1 eV (Figure 3a).

The experimental quantity IEéggr?ce also serves for estimating Slater potentials9 and

is much more reliable than the ambiguously definable and far too imprecise parameter
‘electronegativity’28.

B. Charge Delocalization in Polysilane Radical Cations

The (He 1) PE spectra of the open-chain silanes Si,, H, 42 provide essential information
for silicon polymer chemistry, and therefore their daring recording due to potential violent
explosion if ignited in mixtures with air has been well worth the effort20 (Figure 4a).
Additional facets are recognized in ionization patterns of lipophilically shifted, harmless
permethyl-substituted linear and cyclic derivatives®® (Figure 4b). Above all, they yield
a linear correlation with topological eigenvalues! 10-15-16 (Figure 4c), which proves the
delocalization of positive charge in polysilane radical cations3® and thus allow one to
rationalize as well as help to design new silicon conducting materials'> (Figure 5).

Starting from the PE spectrum of disilane (Figures 3 and 4a) with its rather low first
vertical ionization og;s; at 10.53 eV, the Si, Hp, 1 2°® state sequences are straightforwardly
assigned. Of special interest is the ionization range between 9 and 11 eV, from which
by analysis of the Gaussian-shaped PES bands, an asymmetric splitting pattern caused by
additional interaction with adjacent symmetry-equivalent (SiH)*® states of higher energy
becomes either clearly visible or can be deduced by band deconvolution?® (Figure 4a).
The observed split into n — 1 (os;s;)*® states convincingly demonstrates the electron hole
delocalization along the Si molecular backbone!-10:15.16 (Figure 4a).
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The (He I) photoelectron spectra?®-39 of permethylated polysilanes also exhibit char-
acteristic contours of partly overlapping bands in the low-energy region up to 10 eV
(Figure 4b), assigned analogously to radical cation states with predominant SiSi frame-
work contributions!-1%:15:16 " For rationalization, a linear combination of bond orbitals
(LCBO) provides a fully occupied molecular orbital (MO) scheme (Figure 4c) with topo-
logical eigenvalues, E‘I;IMO = asisi +x}'lMOﬂSiSi/SiSi, which on correlation with the PE
spectroscopic vertical ionization energies IE, (eV) yield a satisfactory linear regression.

It passes through IE] (R3Si— SiR3) = 8.69 eV, defined as Coulomb integral parame-
ter aléiSi, and its slope yields the resonance integral interaction parameter ﬁgiSi /sisi ™
0.5 eV8? (Figure 4c). For all alternate”3! U&Si systems such as R(SiR3)3 4R or (SiR»)s,
the ag% /SiSi splitting observed is expectedly®! almost equidistant from the center aléiSi,
and for the five- and six-membered rings two degenerate ionization band pairs as well
as one identical ionization at elj'lMO = ag‘iSi + 2Bsisi/sisi are predicted and found, fur-
ther substantiating the application of the rather simple topological HMO model®! for the
saturated og;s; systems!8:%-15.16.35
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- 10.53
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- 987 o 10.73
=3 ,—’l ?l l SizHg
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FIGURE 4. (He I) Photoelectron spectra of silanes: (a) Linear parent compounds Si,Hj, 2 with
assignments og;si or (SiH) and low energy os;s; ionization band splitting scheme (cf. text), (b) linear
or cyclic permethyl-substituted silanes, Si,(CH3)2,+2 or Si, (CH3),,, with indicated band analysis

(- - -) and (c) os;is; vertical ionization patterns of permethylated polysilanes, their correlation with

topological eigenvalues X?MO as well as spectroscopic evaluation of Coulomb parameter ds;jsi and

interaction parameter Bsisi/sisi (cf. Text)
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The assigned ionization patterns of the polysilanes2%-2® (Figure 4) not only provide
interesting information about charge delocalization along their osjs; backbones, but also
prove to be useful for the parametrization of respective band-structure calculations aimed
at the development of novel photoconducting materials with low ionization thresholds
and narrow valence bands>2. The band structures of the polymers R(SiR;)ooR of infinite
chain length and different alkyl groups R were calculated by ab initio methods using
Bloch functions33 , which had been calibrated with vertical PES ionization energies of
silanes (Figure 5).

In the band structure calculations, the wave vector k runs from I'(k = 0) to X(k = 7/a)
(a is the lattice constant)33. The resulting state ‘dispersion’ (Figure 5: DIS) shows a ‘3ps;’

R;Si— SiR; (R=CHj)

IE‘II 8.7¢eV

cps R
R,Si~Si—SiR,
R

cps

(SiH)
R,
RZSi/SRiZ—-SiRz

7882 9.1 98 (SiH)

L s 1 '
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(b) 7 8 9 10 11 IE(eV)

FIGURE 4. (continued)



2. (Helium I)-photoelectron spectra of silicon compounds 177

: P SIOSi sig s /
Si,(CHy),, |: siessi sagsf Siayg, Hos 48 00 —_ _
Si g2 S SIQes siyesi ’/Sl SI\<
Dh/ C‘l\ C2H 7‘:/ (’vZ\ D}L/
i (3
8 R
i
N
i : b
Ui | = 0=0-=====-="xg IR T T TTToTTTTTomosomsmesssmseoeoo %ooevi 1
i [ :
o1 R
I o)
Yo h HEEE R )
P b
it ¢ [ '
IE) (oo OTITTIROORAY
[eV] A 22+ 0 —1V2axPe
’ H
(©) od Bsisissisi ~ 0-5 €V
FIGURE 4. (continued)
o (CH3), )
(CH3)5Si — Si(CHs); L CH;(Si(CH;),)o.CH;
(CHa)5Si Si(CHy);
77 ™
Dis Dos
O L
Eber.
[eV] CB
(He I) PES H
39eV
54 :
———————— L—|¥
N é
0] = [TT~—-14-——---+t-—-—"-"%-
Tsic
IVS_ 9cH
IEn TIrrrrrrrTry
[eV] § X
(a) (b) (c)
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valence band (VB) about 2 eV wide and an ionization threshold of 5.9 eV32. The calcu-
lations reveal an unfilled 4ss; conduction band (CB) some 3.9 eV above the valence band
and msic, ocy and 3sg; bands below it2. The analogously scale-adjusted state-density
diagram (Figure 5: DOS) agrees satisfactorily with X-PES-determined ionization energies
(cf. e.g. Figure 3b). The close correspondence between experimental and calculated val-
ues, vice versa, supports the predicted low ionization threshold and the narrow valence
band width3*.

In closing, it should be emphasized that the M*®-state assignment of methylsilanes
(Figure 4) still serves today, some 30 years later, as a most valuable source of information
and greatly enhances our understanding of the intriguing molecular state properties of
polysilanes!-10:15,16.35

C. Silicon-Substituted Carbon-z-Systems: First and Second Order
Perturbation

Every chemist will try to disentangle the multitude of his compounds and sort their
molecular-state data in the optimum way possible. There are countless different possibil-
ities for selecting chemically related molecules within each area of research. Subdivision
lines may be drawn, for instance, according to topological features such as coordination
numbers!® or the connection of individual building blocks and their spatial arrangement
(Figure 2b). For heteroconjugate systems, the different potentials within the molecular
framework and the respective number of valence electrons prove to be useful as selec-
tion criteria (Figure 2b). Especially, the widespread and extremely useful separation of
large molecules into parent systems and substituents and the comparison of their molec-
ular state measurement data (Figure 2a) based on first- and second-order perturbation
arguments”3! has proved to be tremendously valuable for organosilicon compounds as
well!3. For illustration, one example each will be given: the straightforward prediction of
the three vertical 7 ionizations of silabenzene!>3%-3, which helped to identify the then
still unknown molecule in its high-temperature gas phase generation®’ (Figure 6a) and the
transparent 7 interaction in air-explosive silylacetylene as gathered from a photoelectron
spectroscopic comparison with silane and acetylene®® (Figure 6b).

Looking at organosilicon compounds with a ‘molecular state-sensitive’ eye (Figure 2)
reveals numerous molecular properties, which are dominated by specific potential
changes at certain centers and can therefore be rationalized by first-order perturbation
arguments'>3!, A classical example is the 677-electron system of benzene (Figure 6a), for
which substitution and the accompanying symmetry lowering lifts the degeneracy of its
7(e1g) states and which, owing to its r-nodal planes (i.e. those of zero electron density),
possesses unperturbed ‘standard states’ for certain substitution patterns. As concerns the
7 ionization energies of hetero-substituted benzenes, a correlation (Figure 6a) between
the PE-spectroscopically determined vertical w ionization energies of benzene and its
monohetero derivatives (HC)sER (ER = CH, N, P, As, Sb, Bi) and the ionization energies
(483 2 —3Pg) of the perturbing atoms E has been reported36, in which the gradients of the

resulting regression lines reflect the squared coefficients, C%M of the perturbed center w.
Inserting the silicon-atom ionization energy of 8.15 eV allowed one to predict the vertical
7 ionization energies of silabenzene, which could be experimentally measured only
two years later after the development of a short-path pyrolysis apparatus (Figure 1) for
generating kinetically unstable molecules under ‘unimolecular’ conditions!?. Especially,
the correctly predicted first vertical 7 ionization band at 8.11 eV helped considerably in

optimizing the reaction conditions by PE-spectroscopic real-time gas analysis!13:37,



2. (Helium I)-photoelectron spectra of silicon compounds 179

H
C
First order perturbation HCI/ \ClH
RO H
H
'He
[eV] X E ° A Prediction  Experiment
st ﬁ/ 1 82eV 8.11eV
e ;
9F o L 4
o ’6 $ ()—* {0 l::8 7, =mmmm— 93eV 9.46 eV
1 ! ]
10f |+ / .: : o -
Nt oo
[ o . 0.16
T i ;/5,(% LI 114eV 11.31eV
12 + H < i 1
‘/: 1 I: i
’n—' L L 1 ! l; N 6
P14 1201 10 118§ IEx[eV]
N CP As Sb} Bi
H
@ IEg;=8.15 eV I
H\
Second order perturbation H Si—C=C—H
H
cps
[r———
10 H;SiC=CH
10.7
1 > (L5
L) IE) (Tege)
12 A 12.6
, ( ) IE[\: (”SiH3)
] 13.5 ya
14 1
IE}, |
(b) [eV]

FIGURE 6. Examples for comparison of molecular state data based on first and second order pertur-
bation: (a) Correlation of the vertical r-ionization energies of heterobenzenes CsHsX3¢ with atomic
ionization energies of elements X allowing a correct prediction for silabenzene!>37 and (b) second
order perturbation in silylacetylene as visualized by its (helium I) photoelectron spectrum

Second-order perturbations are characterized by the necessary expansion of the wave
function, and within simplifying fictitious MO models interaction between symmetry-
equivalent orbitals will cause a split into an antibonding and a bonding linear combination.
This orbital mixing increases both with the square of the interaction parameter, ﬂ%, and
with decreasing energy difference Ac. For radical cation states of a molecule, in which the
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corresponding stabilization and destabilization become particularly apparent, this implies
a different delocalization of the positive charge generated by ionization. The simplest
example of such a second-order perturbation in organosilicon compounds is the fictitious
mce/osi; hyperconjugation in silylacetylene38, which forms explosive mixtures with
air. The molecule H3Si—C=CH can be formally subdivided into a cylindrical electron
cloud around the CC triple bond and the Cj3y-symmetric ‘three-blade H3Si propeller’
(Figure 6b). The interaction between the two 2E radical cation states of identical symmetry
can be determined by inserting the ionization energies IE} of HC=CH and the mean value

IE) (SiH3) of H3SiSiH3 (Figure 3)15’16 into the second-order interaction determinant>!:

Blcysing = \/ (xcc — e)(asing — &)

= \/ (IE{(HC=CH) — IE})(IE}{(SiH3) — IE}) = —1.2 eV @)

Comparison with the analogous methylacetylene interaction parameter B¢ /SiH; = —2.1eV
demonstrates that the mcc/och, hyperconjugation is more effective —as expected from
the shorter distance H3C—C33. Altogether, 7-type interaction models such as the one
presented for silylacetylene prove to be useful in assigning the PES ionization patterns
of numerous silicon-containing molecules such as H3Si—CEC—SiH338 or the likewise
C3y-symmetric silicon halides H3 SiHall5.

Summarizing, first- and second-order perturbation approaches allow one to ratio-
nalize molecular state properties of silicon-containing molecules!>-10(cf. Figure 6) based
on the wealth of measurement data already available and often provide not only reliable
insight into a specific problem, but also suggestions for its solution. In addition, pertur-
bation arguments are extremely valuable in the context of quantum chemical calculations
and, above all, in the proper design of experiments. Therefore, frequent application of
first-and second-order perturbation wherever appropriate is highly recommended to the
organosilicon chemist!> 16,31

8,9,31

D. One-Electron lonization and One-Electron Oxidation of Organosilicon
Compounds

The extreme donor effect of S-trimethylsilyl substituents —CHSi(CHz3)3 in molecules
containing 7 systems or ng lone pairs'>, which were discovered 30 years ago>*-* and sta-
bilizes the positive charge in radical cations by its considerable delocalization, is most ele-
gantly revealed by the low first ionization energies of the respective molecules (Table 1).
The perturbation sequence of the substituents, SiHz < CH3z ~ Si(CHj3)3 < CH;Si

(CH3)315‘16‘40 (Table 1), clearly demonstrates that the first vertical ionization energies of

TABLE 1. First ionization energies of silicon-containing molecules

IE} (MX) X=H SiH; CH;  Si(CHs);  CHySi(CH3);  AIE} (H)

H,C=CH-X 10.51 10.37 10.03 9.86 —9.10 1.41

X@X 9.25 9.11) 8.44 8.70 —7.86 1.39

NX3 10.85 9.70 8.44 8.60 —7.66 3.19
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the parent molecules MH are always lowered most (cf. AIE{(H)) by trimethylsilylmethyl
roups.
¢ Tl?e small effective nuclear charge of silicon (Section IIIA, Figure 3) and the power-
ful delocalization of positive charges by B-trimethylsilyl groups (Table 1) can lower the
PE-spectroscopically determined first vertical (ca 10~!5 second) ionization energies of
organosilicon compounds to an extent that also a far slower adiabatic (<10719 second)
one-electron oxidation to the respective radical cation in solvents of low polarity seemed
to be feasible®*! (Section II.B, Figure 2b). This is indeed the case (Figure 7)23-41 =43,
The structure of the tetrachloroaluminate salt of an organosilicon radical cation crys-
tallized from the aprotic one-electron oxidation solution*? (Figure 7a) provides, together
with the gas chromatographically identified reaction product CIH,C—CH;Cl, some clues
how the ‘Bock one-electron oxidation reagent’, discovered by chance in 1978414344
might accomplish the selective single electron transfer by AICl3 in water-free HyCCly:
It is most likely due to a chlorocarbenium ion, HyCCI®, produced by CI® abstraction
from the solvent HyCCly,, as substantiated by formation of the structurally character-
ized AlCI? anion (Figure 7a). The cyclovoltammetrically determined unexpectedly high

oxidation potential for the AICI3/H>CCl, system of +1.8 V (H* could indicate that a
single electron uptake by HyCCI® forms a HyCCI® radical intermediate, which most
likely dimerizes to 1,2-dichloroethane detected by gas chromatography in the oxidation
solution*? (Figure 7a). A correlation of the (often irreversible) oxidation potentials of
organosilicon molecules with their first ionization energies, E*[V] = —4.58 4+ 0.78 1E;
(eV)*!, provides an enormously useful and widely applicable®? prediction: All molecules
with first ionization energies below 8 eV —as determined by either PE spectroscopy or
easily accessible™ UV/VIS spectroscopy of a suitable donor—acceptor complex — will
be oxidized selectively to their radical cation by the water-free AlCl3/H,CCl, redox
system!>2>,

The advantageous one-electron oxidation system AlCl3/H,CCl,!>-2543 (Figure 7a) —
powerful, predictable and water-free — opened the door to the study of numerous novel
organosilicon radical cations (Figure 7b) in detail'> 1923 as exemplified by selected results
each for spin distribution (Scheme 1 and Table 2), structural changes (Scheme 2) or
dynamic phenomena (Scheme 3).

ESR and 2°Si ENDOR® signal patterns recorded prove an effective 7-spin delocaliza-
tion by substituents CH3_,(SiR3), exceeding that by ‘prototype’ donors such as OR or

NR; (Scheme 1), which increase the ring hydrogen coupling a;_ilng.

X
H H 0.16 0.18 0.20 022 ay®mT)
X= CH,,SiRy, NR, CR; OR
H H ’ ’ ’
X
SCHEME 1
. Si(CH3), . L o
The coupling constants aygs;i and ay of various radical ions of planar tetrasilabi-

cyclo[3.3.0]octane derivatives allow one to ‘read off’ how large the m-spin density in the
B (H3C),Si substituted CC*® radical cations actually is— especially in contrast to the



182

e 15 IODTH/EIDIV Juagear uonepixo yoog, ayy Suisn £q suopned
[BOIPEI J13Y)} 0} PAZIPIXO A[OAIOS[3S 9 PINOd YoIym ‘(sasayjuared ur sanfea umouy) A9 § > gy sersious uonezruor [eonIaA Is1y Pim (EFO=yY) spunoduwod
uooiisouesio jo sopdwrexe 9AneIUAsAIday (q) "(3%9) 99S) DDH/EIDIV AQ UONEPIXO UOII[Q-AUO IANDJ[AS Y JoJ Aemyjed 1ofsuen; uonoo[e pasodord
oy} pue ‘ uonn[os I[HDHTH Wolj UmoI3 [eISAId dY) I0j PIAUIUWLIDIOP dIMONNS YIIA )[es AJRUIUN[EOIO[YOBII) UONED [BIPEI UODI[ISOUESIQ (8) "L HYNDIA

10?HO -0%HID (10.0%H) =————— (10g2%) g0 ®)
Xz oot A
900°%H + B0V +
c
u/ OHZ(O%H)
o- s
ol"101V] o eEo)n-07 _w/
/V_l.z\ OH(0%H)
\
O%(0fH)
@ -




183

(Ad6LL)

A
(A2 0¥'L) d
« NIU THD —ISYY
TS
/(\ UIAHVY
€
mN—— @
J__m
(A201°L)
m@ T T Q¢
s fuxmm

(A9 LEL)

CIDDH/AIDIV

oW
AR 8> 141
(A2ST°L)
/mw,: N:\u\(\ s
=D
/@ s

(panunuod) [ FINOIA

(A20LL) (@

(Ad8L)
ZIz

(A9 GT'L)
ST

N—-N7
Y De \

~N7

ot 1S9y

s R

1S9
rd

\
=)
N~



184 H. Bock and B. Solouki

(H30),Si Si(CH3),

N\
/

(H3C),Si Si(CHs);

e
\C
H

pair of valence-isoelectronic CC*® and NN*® species, in which the unpaired electron is

TABLE 2. Coupling constants of radical ions
of tetrasilabicyclo[3.3.0]octane derivatives

X=X C2c C2Cc N:=2N
axg; 2271 0685 0500  (mT)
an 0062 0048 0030 (mT)

preferentially localized in the region of the central bond (Table 2).

The changes in energy and electron distribution on vertical transition from the ground
state of a neutral molecule to that of its radical cation (Figure 2a) will indispensably lead
to structural changes via molecular dynamics outside the femtosecond region (Figure 2b),
which can be determined from the M*® ESR signal patterns and reproduced by quan-
tum chemical open-shell energy hypersurface calculations'>1%2> For hydrazine and its
(H3C), Si derivatives, an INDO open-shell hypersurface (Scheme 2) calculated for the
six-atom parent radical cation NQHZEB with its 3n — 6 = 12 degrees of freedom cov-
ered by the three angular coordinates «(HNH), S(NNH>), and w(H,N—NHj) predicts
that the neutral C, molecule flattens on electron removal to a planar Djy, radical cation.
For the resulting three-electron two-center 7 bond, a shortening of the NN bond length
from 145 pm by Adnn =~ 17 pm (!) to 128 pm has been precalculated and structurally

confirmed!® (Scheme 2).

H, Aw
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>
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2
e XS0
X
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(128 pm)

For (H3C),, Si-substituted hydrazine derivatives (Table 2 and Scheme 2) the following
structural changes are detected from the ESR signal patterns or other molecular state
data and confirmed by the hypersurface calculations (Scheme 2): The bicyclic hydrazine

H;C) H
Tsi—Cy
N —Si(CH3)

N

4 »
(H;C);Si -NZ©

Si(CH,)4

w=45°

SCHEME 2

Si(CH,),
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derivative shows an enormous PES splitting AIE‘l”2 (nn/nN) = 1.8 eV and therefore
must be an almost planar molecule, which will not change its structure significantly on
one-electron oxidation (Scheme 2): w = 0°. In contrast, the open-chain derivative with
the rather small PES splitting AIE; » (nn/nN) of only 0.2 eV should contain two almost
perpendicular molecular halves, with their dihedral angle predicted to be reduced in the
radical cation to a sterically enforced minimum value of about 45° (Scheme 2), in good
agreement with the observed ESR coupling constants'>23.

The tris(trimethylsilyl)methylamine radical cation and its ‘cog wheel’ dynamics will
conclude the ESR/ENDOR information on radical cation state properties. Many organosil-
icon radical cations with several B-trimethylsilyl groups are sterically overcrowded and
therefore rigid with respect to substituent rotations. One interesting exception is the planar
radical cation [(H3C)3SiH,C]3N*® with angles /ZNCN = 120°, which shows a character-
istic ESR line broadening with increasing temperature: Its 25 signals at 180 K are reduced
to 9 at 310 K (Scheme 3)%.

A = " S
H cll\f H I\|1 H
M
H\C/H _gi/ \sl/— H\\C/H
H l H \ nloly / H 1\'1

SCHEME 3

The temperature-dependent ESR signal pattern change is due to rotations of the
(H3C)3SiH,C substituents on the opposite side of the NC3 molecular plane within the
ESR time scale of 107¢ to 1078 second: Because each side of the NC3 plane offers room
for only two of the bulky (H3C)3Si groups, a ‘cog wheel’-like coupled dynamic process
(Scheme 3) results and the CH, hydrogens become equivalent on the ESR time scale!> 40,

To summarize this essential introductory subchapter, an advantageous, powerful and
most elegant single-electron oxidation procedure has been established: all organosili-
con compounds with first vertical ionization energies below 8 eV can be oxidized by
AICI3/H,CCl, selectively to their radical cations'> 1625 (Figure 6). The ESRZENDOR
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signal patterns registered provide important information on the influence of Si substitu-
tion on the spin distribution (Scheme 1 and Table 2), changes in structure (Scheme 2) and
molecular dynamics (Scheme 3) within the ESR time range: The temperature-dependent
ESR signal patterns reveal another molecular-state property: the storage of internal energy
in the 3n — 6 degrees of freedom of n-atomic three-dimensional molecules®!3.

E. Sterically Overcrowded Organosilicon Molecules

Unshielded, air-stable molecules are rather rarities in the organosilicon collection: most
of them are lipophilically wrapped by bulky substituent groups in fascinating spatial
arrangements giving rise to often intriguing static and dynamic properties (cf. e.g. Figure 7
or Table 2 and Schemes 2 and 3). This central point of main group chemistry is predom-
inantly based on structures from crystals*’, which contain molecules in general in their
ground state close to the global minimum of the total energy and with largely ‘frozen’
molecular dynamics?*, and which are therefore a suitable starting point for the discus-
sion of essential molecular properties*® as well as for their quantum chemical calculation
(Section II.B). In addition, structural differences due to steric congestion in molecules
and/or due to charge perturbation of molecules become visible in crystals24 and, last
but not least, valuable information on molecular recognition and self—organization49 is
provided.

The following facets of sterical overcrowding in organosilicon compounds are for-
warded as introductory questions:

Will Charges in Fourfold Trimethylsilylmethyl-substituted w-Systems Delocalize Tetra-
hedrally?

The 4-fold (H3C)3SiCHj-substituted ethene and benzene derivatives, CigHy4Si4 and
Co2Hy6Si4, exhibit almost identical first vertical ionization energies of about 7.1 eV due
to tremendous substituent perturbations of the parent hydrocarbons amounting to 10.51 —
3.36 =7.15eV or 9.25 —2.15 = 7.10 eV, respectively (Scheme 4).

=  Tetrahedron

(=715
AIE (H) =336V AIE,(H)=2.15eV
SCHEME 4

The 7 subunits, ethene and benzene, differing in both size as well as topology, but
containing the same tetra-substitution pattern, seem to approach identity!>1°. ESR spin
delocalization data of their organosilicon radical cations as well as additional information
from own structures of sterically overcrowded molecules and many more registered in the
Cambridge Structural Database stimulate speculation that both tetra-substituted molecules
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and especially their radical cations (Scheme 4) are tetrahedrally shaped with each two
R3SiCH; groups above and below the central & skeletal plane.

How to Measure Steric Overcrowdedness and its Consequences?

Comparing structural data of chemically related molecules and especially their rotational
angles often allows a correlation with the differing van der Waals contours of the respective
substituent groups®*#7-48. One of the most transparent examples concerns organosilicon
compounds, in which two substituent half-shells are separated along their central C3 axes
by spacers of different lengths (Figure 8).

The structural comparison of the C3-symmetric skeletons of the organosilicon (half-
shell - - - (spacer) - - - half-shell) molecules (Figure 8a) provides a rational criterion for steric
overcrowdedness: Obviously, at distances Y - - - Y below 333 pm different dihedral angles
o(X3Y - -- YX3) between the half-shell substituents are observed, whereas above 414 pm
they are identical. The accompanying torsion D3q — D3 within the molecular skeleton is
therefore a criterion for steric overcrowding*®.

The structure of hexakis(trimethylsilyl)silane, for which unexpectedly a molecular skele-
ton Si3Si—SiSiz of D3 symmetry (Figure 8b) with different dihedral angles of 43° and
77° is determined %33, exhibits a drastic cogwheel meshing of the methyl groups between
the two molecular halves leading to some extremely short non-bonded C- - - C distances
(Figure 8b): The shortest ones between the two molecular halves are 352 pm long and
thus are about 12% shorter than the sum of the van der Waals radii of two methyl groups
C(Hj3) - - - .(H3)C generally assumed to be about 400 pm24'48.

The structural discussion of the disilane derivative (R3Si)3Si—Si(SiR3)3, lipophilically
wrapped by 18 methyl groups, raises the question about how supersilyl substituents will
modify especially the ground states of the respective molecular ions. A comparison with
first vertical ionization energies of disilane and its hexamethyl derivative (Figures 3, 4
and 7c) proves a lowering on methylation of disilane by 1.8 eV and on trimethylsilylation
by 2.8 eV down to 7.7 eV, i.e. even below dodecamethylcyclohexasilane Sig(CH3)i2
exhibiting 7.8 eV (Figure 4c): Apparently, the delocalization of the positive charge into
the half-shells Si(SiR3)3 is energetically favorable and these half-shells are therefore
excellent donor substituents.

There are numerous consequences of sterical overcrowding as a general phenomenon
of many, although each weak, attractive van der Waals interactions between organosilicon
molecules with their Si centers of low effective nuclear charge (Figures 2b and 3). The
following three examples will document other unexpectedly strong effects due to Si — C

exchange, 7 interaction or charge delocalization*3-0.

(i) Intramolecular van der Waals Bonding. Correlation of SiSi bond lengths in disilane
derivatives X3Si—SiX3 with substituents X=CH3, C(CH3)3 and Si(CH3)3*3-3! together
with those of sterically overcrowded cyclic and linear trisilane derivatives versus their
Pauling bond orders 1g(PBO) = [d(1) — d(x)]/60°!32 (11: PBO values), expectedly pro-
duces linear regression (Scheme 5)48,

The distance-dependent Pauling bond orders range from 1.00 in hexamethyldisilane
with a SiSi bond of 235 pm length to 0.26 for hexakis(tert-butyl)disilane (Scheme 5)
with an extremely elongated spacer distance of 270 pm between its bulky Si(C(CHz)3)3
half-shells®! (Figure 8a): The C—C bond lengths are approximately 40 pm shorter than the
C—Si ones and thus the tri(tert-butyl)silyl half-shell ‘umbrellas’ compress their size and
increase their congestion. Despite its considerably weakened central SiSi bond (Scheme 5)
the sterically overcrowded hexakis(tert-butyl)disilane, according to ESR experiments, does
not dissociate into two radicals even at elevated temperature, which further supports the
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SCHEME 5

proposed additional attractive van der Waals interactions within the hydrocarbon wrapping
of organosilicon molecules*®3%-51 This assumption is also in accord with the structure
of hexakis(trimethylsilyl)disilane (Figure 8b), which exhibits extremely short non-bonded
C(H3) - - - (H3)C distances of only 352 pm —in full agreement with the considerable polar-
ization Si%® —C% —H%® predicted quantum chemically.

(ii) w Interactions of Half-Shell Supersilyl Substituents. B-Trimethylsilyl substituents
(H3C)3SiCH,- are well established as powerful electron donors to m-systems,
lowering ionization potentials to IE] < 8 eV and oxidation potentials to ‘1”/‘2 <418V
(Figure 7b). As concerns three trimethylsilyl groups at one C or Si center, these often-
called ‘supersilyl groups’, (H3C)3Si)3C— and ((H3C)3Si)3Si—, are expectedly not three
times as powerful but still among the most potent substituents known. According to
their vertical first ionizations, the Si3Si— one is slightly more effective than the SizC-
iso(valence)electronic one!0:48:50.53.54 45 demonstrated for the 1,4-disubstituted benzenes
(Scheme 6).

N» N M '
L N ~Na:
& \%S' Si

SCHEME 6

The substituent perturbations can be fully parametrized: For (R3Si),, CH3_,, -substituted
radical cations, coupling constants are rationalized and predicted by the angularly
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dependent Heller/McConnell equation, a, = (B, + Brcos?Ocx )pﬁzs. Using the same
angular increments cos”@cy, vertical first ionization energies (Scheme 6b — 1 cos?0° +
2c0s?60° and IE} = " dcx < cos?> ® > with dcy = 0.27 eV or dcsi = 0.68 eV) can

be satisfactorily predicted!®-23.
Supersilyl substituents are also well-suited to stabilize negative charges leading to ‘Gui-
nesss Book of Records’ results:

:
i . g .
R3Si\ Y _SiRs o (e5,0) 0‘004} 02640
Si 0.273 0252f |
0.116 H
0.066 0.060 5 Siz
0472 §s5rg
i 4
1 !
R;Si ' SiRy !
Si 0.264----3
R () (b)
SCHEME 7

The ESR/ENDOR r-spin populations pﬁ in the radical anion of 1.4-di[tris(trimethyl-

silyDsilyl]benzene (Scheme 7a) and the corresponding squared HMO coefficients (cy, )2,
which allow one to augment the ‘blind centers’ without a CH bond (Scheme 7b), prove
that more than half of the -spin population pz is located in the [(H3C)3Si]3Si half-shell
‘supersilyl’ substituents.

(iii) Perspectives of Supramolecular Organosilicon Chemistry. Sterically overcrowded
organosilicon molecules are of interest in numerous aspects: Often, spatially enforced
structural changes or hindered molecular dynamics will be observed*® and the charge delo-
calization in their molecular ions, which are in general kinetically stabilized by lipophilical
wrapping, can be studied by various measurement methods. Little is known so far, how-
ever, about molecular recognition*® and self-assembly of organosilicon ensembles, which
should be strongly supported by the considerably polarized linkages Si®®—C%© —H%®
calculfgted for the formation of intramolecular clusters with Si coordination numbers 7
and 8%7.

F. Kinetically Unstable Silicon Intermediates: Detection in Unimolecular Flow
Systems by their PE-spectroscopic lonization Fingerprints

Based on the photoelectron-spectroscopic experience gathered” !¢, reactions of
flowing gases can be advantageously and ‘visually’ optimized by the temperature-
dependent changes in the continuously recorded real-time PES ionization patterns!!-16:33
(cf. Section II.LA): The ‘molecular ionization fingerprints’ of the reactants give way to
those of the products. This technique proved to be especially valuable for the generation
and unequivocal identification of numerous reactive intermediates®>. With millimole
quantities of a suitable precursor and within half a day, the optimum temperature and
flow parameters can be determined to prepare the respective short-lived molecule under
nearly unimolecular conditions, which due to the low gas-phase concentrations present
cannot cause any thermal chain-reaction explosion. The existence of the respective reactive
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species is readily established by comparing its recorded radical cation state sequence
with those of chemically related, preferably iso(valence)electronic compounds or with
a precalculated one. Often, the optimized conditions did stimulate to trap the molecule
at low temperatures, e.g. in a matrix experiment, and to further characterize it by other
spectroscopic techniques. This procedure (Figure 9a) allowed one to discover numerous
kinetically unstable compounds containing silicon centers of coordination numbers 3, 2
or 1 —from silabenzene via silylenes to phenyl silaisocyanide (Figure 9b).

Starting from literature reports®® that H—N*®=:Si%® is generated on photolysis of
H3SiN3 in a 4 K argon matrix, the total energy, the structure, and the ionization pat-
tern of the more stable phenyl derivative have been calculated®’. Small-scale azide
exchange of phenyltrichlorosilane yields triazido(phenyl)silane, the controlled explosion
of which in a flash pyrolysis apparatus (Figure 1b) under approximately unimolecular
conditions (p ~ 1073 Pa, ¢ ~ 1073 mM) can be carried out without danger. Real-time
PE-spectroscopic analysis of the band intensities!! revealed that the optimum reaction
conditions require a temperature of 1100 K (i.e. red heat) for the complete elimination of
four molecules of N, (Figure 9a: blackened ionization bands). The identification of the
first organosilicon compound with a partly ionic triple bond R—N%®==Si%© and a silicon
coordination number of 1 was accomplished by Koopmans’ correlation of all nine resolved
low-energy ionization bands (Figure 9a) with calculated MNDO eigenvalues. The forma-
tion of the valence isomer HsCg—Si*®==N% which is predicted to be 400 kJmol~!
less stable, can be excluded, for example, by comparison of the radical cation state
sequence with that of the valence-isoelectronic carbon species H5Cq—N®==C%S  In
the meantime, the PE-spectroscopic results have been confirmed by matrix isolation of
H5C6—N8®"="Si6958’59.

After the development of the PE-spectroscopic ionization fingerprint gas analysis in
flow systems (Section II.A)!', numerous kinetically unstable small main group element
molecules have been generated under unimolecular conditions and unequivocally iden-
tified by each of their unique radical cation state ionization patterns>>. To begin with,
the then elusive silabenzene, for which by first order molecular state perturbation the
low 7 energies had been predicted15 (Figure 6a), were thermally prepared both by ener-
getically favorable propene elimination as well as by Hy split—off23 (Figure 9b: 1979)
and, by using the PES-optimized thermolysis conditions, matrix-isolated?3. An analogous
procedure allowed one to produce and matrix-isolate the rather short-lived silacthene
(Figure 9b: 1980). Following the early reports on SiF, gas-phase preparation®®, also SiCly
and SiBr216’40 and, finally, even Sil; with 90% iodine content and therefore relativistically
dominated (Section IV.E.1), have been PE-spectroscopically assigned® . The most elegant
way to thermally synthesize dichlorosilylene is the naphthalene elimination from 3,3-
dichloro-3H -3-benzosilepin?! (Figure 9b: 1984). As a subproject within the thermal Ny
elimination from numerous azides!? as well as other suitable precursorsss, five-membered
rings of tetrazole derivatives were opened at 800 K (i.e. red heat) to the corresponding
nitrilimines®2. Following these prototype gas-phase thermolysis preparations of organosil-
icon intermediates 20 years ag016, several groups worldwide added numerous interesting
results. Novel compounds were generated, PE-spectroscopically identified and their radical
cation state sequences were calculated quantum chemically.

G. Interim Summary

Faced with the ‘torrent’ of novel silicon compounds and the ‘sea’ of their molecular
states, any review article can illustrate at best only some aspects of selected examples.
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It should, however, be kept in mind that each chemical species will— depending on its
energy — change its structure, exhibit different dynamics and hence possess molecular
state-dependent properties. Such a general statement will be of help to the preparative
chemist, who would like to classify the multiplicity of his compounds by chemical intuition
only, especially if he gets used to advantageously compare equivalent states of chemically
related molecules based on their measurement data, that is, to stay as close to experiment as
possible and to support experiment by quantum chemically-based models. Other methods
such as force-field approximations offer alternative approaches. This also applies to the
emphasized measurement techniques of PE and ESR/ENDOR spectroscopy, which cover
different time domains, are quite sensitive to molecular or molecular ion perturbations and
whose energy differences or spin populations measured can be correlated — for example,
via Koopmans’ theorem or the McConnell relation (Section I1.B) — with results from
approximate calculations, even for larger molecules.

Following the general introductory remarks on photoelectron spectroscopy today
(Section I), the principle of PES measurements (Section II.A) and the molecular state
approach to silicon compounds (Section II.B), the following essential facets of silicon-
containing molecules have been demonstrated and illustrated (Section IIL.A to F): the
effective nuclear potentials of Si and C, the charge delocalization in polysilane chains and
rings, silicon perturbations of molecules, one-electron oxidation to organosilicon radical
cations, sterical overcrowdedness in lipophilically wrapped organosilicon molecules and
kinetically unstable silicon intermediates.

All of these facets are connected to the photoelectron spectroscopy of organosili-
con molecules. Given the fact that 40 years ago hardly any gas chromatographs, NMR
instruments or computers were available, astonishing progress has been accomplished,
including our knowledge about molecular states, which has been improved considerably
by measurement techniques such as photoelectron spectroscopy and the quantum chemical
interpretation of the molecular ionization fingerprints registered.

IV. (HE 1)-PHOTOELECTRON SPECTROSCOPIC RESULTS 1990-2000

It has been emphasized (Section I-III) how much the silicon chemist had learned con-
cerning the o and 7 states of his molecules and their often breathtaking properties, from
photoelectron spectroscopy, the right method available at the right time. The activity in
this once very prosperous research area, however, has ceased considerably, as is obvious
especially from the results summarized in 1995'0 and their rather small number pub-
lished since then. In the following, the last PE spectroscopic (100-page and 252-citation)
overview'© up to 1989 is taken as a starting point for the upgrading, subdivided in subsec-
tions dealing with main group element centers in the respective organosilicon compounds
assorted according to the periodic table classification from main group 13 to main group
17 elements. An outlook will try to assess present activities and future prospects.

A. Organosilicon Compounds Containing Main Group 13 Elements

The PE spectrum of 1,2-dimethyl-1,2-disila-closo- dodecaborane(12) ((H3CSi)2B19oHio),
a 30-center disiladecaborane cluster with two Si of coordination number 6, can be recorded
at 10~ mbar pressure using a heated inlet system!%-93 (Figure 10a).

For the parent closo-dodecaborane(12) (HoC);B1oH o framework, 13 cluster as well
as 10 BH ionizations are assigned in the literature®® and, for the two H3CSi subunits,
an additional 14 are expected. An estimate based on the relative (Hel) photoelectron
spectroscopic band intensities (Figure 10) suggests about 25 ionizations with predominant
2s/pB, 1sH, 3psi and 2pc contributions within the He I measurement region. A geometry-
optimized MNDO calculation predicts the ionizations of lowest energy to be grouped
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(a) osisi (12 ay) ogs; (7byp) ops; (4 ay)

(H'C)ZBIOHI() (H3C'Si)2B10HlO

(b)

FIGURE 10. (a) (He I) PE spectrum of 1,2-dimethyl-1,2-disila-closo-dodecaborane(12) ((H3zCSi);
BioHjp) with Koopmans’ assignment by MNDO eigenvalues as well as cluster orbital diagrams for
the three radical cation states of lowest energy; (b) comparison of MNDO charge distributions for
both 1,2-carborane as well as 1,2-bis(silamethyl)-closo-dodecaborane(12)
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into nine cluster-type and ten additional transitions within the band hill between 9.5
and 10.5 eV, five of BH and SiC character within the bands overlapping between 12 and
13.5 eV, and another five of predominant BH and CH contributions within the double band
region between 14 and 16 eV (Figure 10a). The overall PES band pattern is satisfactorily
reproduced by Koopmans’ correlation, IE) = EI}WDO, although Koopmans’ defects, A =

SJMNDO —1IE}, up to ca 1.5 eV, are calculated, indicating that the proposed sequence of

radical cation states assigned has to be viewed with some caution.

A comparison with the respective ionizations of the parent 1,2-carborane®® demon-
strates that upon replacement of the cluster CH subunits by SiCHj3, all three ionization
regions are shifted to lower energies by at least 1.5 eV®. This PE spectroscopic obser-
vation can be traced again to the considerable decrease in effective nuclear charge from
carbon to silicon centers (Section III.A and Figure 3). Accordingly, silicon cluster sub-
units SiCH3 are expected to act as electron donors even to the surrounding B(H) centers.
This assumption is substantiated by the calculated MNDO charge distributions for both
1,2-carborane and 1,2-bis-(silamethyl)-closo- dodecaborane(12) (Figure 10b), which sug-
gest that the (H3C)SiSi(CH3) subunit considerably increases the electron density within
the (BH)¢ cluster framework and thus provides a plausible explanation for the remarkable
1.5 eV shift of the three separated low energy bands to even lower energy® (Figure 10).

Summarizing, 1,2-bis(silamethyl)-closo-dodecaborane(12), which exhibits in its PE
spectrum (Figure 10a) the lowest ionization onset of only 9.5 eV observed so far in
analogous compounds®3, is therefore presently the most electron-rich cluster, XYBoHjo,
with two adjacent main group element centers XY each of coordination number six.

B. Organosilicon Molecules (Main Group 14 Elements)

In this section, the selected topics of photoelectron spectroscopic investigations
on silicocene (Section IV.B.1), the charge delocalization in (R3Si)3Si—Si(SiR3)3°®
(Section IVB.2) and matrix isolation of organosilicon radical cations (Section IVB.3) are
presented. Table 3 will provide data on all other organosilicon molecules investigated by
their ionization patterns.

1. Silicocene

This section opens with a discussion of the silicocene radical cation states64, which
have only been mentioned in the preceding report from 1989'® based on a personal
communication. The bis(;°-pentamethylcyclopentadienyl)silicon sandwich exhibits the
highest Si coordination number of 10 observed so far!3. The rather unusual organosilicon
compound is synthesized by reacting bis(pentamethylcyclopentadienyl)silicon dichloride
(R5C5)2SiCl, with sodium naphthalide, and the crystal structure proves two conformers
with rings either coparallel (Dsq) or bent (C7y) with an interplanar angle of 25°. Electron
diffraction in the gas phase yields an average (large amplitude motion) value of 23°64,
The novel compound can be evaporated and its PE spectrum recorded (Figure 11).

The twisted conformer of Cy symmetry is predicted to represent the global minimum
by SCF calculations on the probably insufficient STO-3G level, with the two C», con-
formers higher in energy by only 5—6 kJmol~! (Figure 11a). The lowest five vertical
ionizations of Dsgq symmetric silicocene are straightforwardly assigned to the sequence
w(3erg) < 3ssi(+m) < w(3ey,) in orbital notation by Koopmans® correlation with the SCF
eigenvalues, by the 2 : 1 : 2 intensity ratio of the different steep—broad—steep band con-
tours (Figure 11b) and by the M*® state comparison with the Ge and Sn derivatives

64
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FIGURE 11. (a) Possible silicocene conformers and their symmetry notation, (b) (Hel) PE spec-
trum (6—10 eV) of bis(n’ -pentamethylcyclopentadienyl)silicon with Koopmans’ assignment, IE} =
SJMNDO, for the most likely Ds; conformer and (c) comparison of radical cation states with analogous
Ge and Sn pentamethylcyclopentadienyl sandwiches
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(Figure 11c). The doublet radical cation ground state X(2E| ¢), by symmetry arguments,
must have its positive charge exclusively delocalized within the w system of the pen-
tamethylcyclopentadienyl ligand.

2. Cation charge delocalization in the Sig skeleton of hexakis(trimethylsilyl)disilane

The low-energy region (7-9.5 eV) in the (He I)PE spectrum of the sterically over-
crowded (Figure 8b) D3g-symmetric molecule [(H3C)3Si)3Si—Si(Si(Si(CHz)3)3] exhibits
a high-resolution ionization structure™?, which can be reasonably deconvoluted into 6
overlapping Gaussian-shape bands (Figure 12a).

The parameter set asisi = 8.7 €V and Bs;si/sisi = 0.5 €V of the well-tested topologi-
cal ogisi bond model (Section III.B and Figure 4b) has to be enlarged by an additional
Coulomb value asisi)sic = 9.05 eV for the central SiSi disilane bond to cover the seven
osisi skeleton ionizations including the one at about 10.6 eV, hidden in a broad ionization
hill>®. With the exception of the Jahn/Teller splitting not accounted for, the values of the
deconvoluted band maxima correlate satisfactorily with the topological eigenvalues — xj
(eV) calculated™® (Figure 12b).

Within this context, it is noted that Si(Si(CH3)3)4 (Figure 4b) has been remea-
sured!?-16.26 using various photon energie565 and the previous assignment!'! confirmed

by X« calculations®?.

3. Organosilicon cations in solvents and their matrix isolation

First vertical ionization energies of organosilicon molecules below 8 eV frequently stim-
ulated the generation of their radical cations in solution!>!%25 (Figure 7) by using the
selective, oxygen-free and powerful redox reagents AICI3/H>CCly*! or SbCls/H,CCl,
(Section IIL.D): The correlation with IE] < 8 eV for a successful one-electron transfer
hardly ever failed to yield persistent paramagnetic species®, which in the resulting methy-
lene dichloride solutions could be characterized by ESR and ENDOR spectroscopy®. In
addition, matrix isolation techniques'® have proven valuable for investigations of rather
reactive radical cation intermediates.

The application of matrix techniques to investigate organosilicon compounds— for
instance, the matrix photolysis of phenyltriazidosilane (HsCgSi(N3)3) to phenylsilaiso-
cyanide (H5Ce—Nz=Si)> (Section I1L.F) — will be exemplified here by presenting the
ESR spectra of three different radical cations, e.g. of o-type—Si(CH3)4*®, of m-type
((H3C)3Si),C=CH,*® and of the parent silylene H,Si*® (Figure 13a—c).

The photoelectron spectrum of tetramethylsilane (Section III.B) has been assigned
assuming a Jahn/Teller distortion from T4 symmetry®®, which is supported by the ESR
spectrum of its matrix generated radical cation (Figure 13a) exhibiting a septet of septets
due to two pairs of equivalent, freely rotating methyl groups®. The most likely struc-
tural change on one-electron expulsion, Tq — Cjy, can be rationalized by the quantum
chemically predicted orbital splitting, 1¢1 — 2a; (1) > 1by(14) > 151 (14)7°.

For silyl-substituted ethylene radical cations, quantum chemical calculations predict’!
the two molecular halves to be twisted around the central C=C bond by about 30°,
lowering the total energy by about 5 kJmol~!. The recorded ESR multiplet (Figure 13b)
with g values between 2.0031 and 2.0038 fulfills the expectation. For the CH, hydrogens,
a triplet with ag = 4.42 mT results, and the rather large ethylene hydrogen coupling
recorded, reproduced by open-shell INDO hypersurface calculations, further confirms the
expected twisting.
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FIGURE 12. Low-energy region of the (He I)PE spectrum of hexakis(trimethylsilyl)disilane:
(a) Gaussian-shape band deconvolution between 7.5 and 9.5 eV and (b) topological SiSi bond
interaction model with radical cation state assignment

(HC):Siy .o H ©
Si(CHy),'® (C,,) =c’ Si<yLi
. / \H ]43 H
(H50),Si bm
——1.36 mT
+—0.48 mT
20G : l i
lg, =3387 X
31‘70 32'00 32'30 32'()0 Rf(‘N[HZ)
@) (2=2.0050) () ©

FIGURE 13. Examples of matrix-trapped silicon radical cations: (a) tetramethylsilane radical cation
in 8% mol solid solution in trichlorofluoromethane at 90 K, generated by y-irradiation (dose,
1 Mrad, Cay: septet of septets®®), (b) 1,1-bis(trimethylsilyl)ethylene radical cation generated in
trichlorofluoromethane matrix at 77 K by %0Co y-irradiation (triplet with ay = 4.42 mT®) and
(c) silylene radical cation, generated by SiH4 photolysis in a 4 K neon matrix [¥si (I = %) ESR

doublet hyperfine coupling in ® = 90° position®8]
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A literature search for organosilylene radical cations (R;Si®®) located only that of the
parent molecule (H,Si*®), which has been generated in a neon matrix at 4 K by pho-
toionization of SiHy and characterized by its solid state ESR pattern proving an X(*A1)
ground state (Figure 13c). The A tensor assignment was facilitated by the preferential
orientation of SiH,*® in the neon lattice, which allowed one to resolve all the X, Y, Z
components as confirmed by the spectrum simulation®. Correlated wave function calcu-
lations at the MP4 level confirm the selective generation of SiH,*® and exclude SiH,*®
or SiH*® ... H,. As concerns the SiH,*® structure, an angle /ZHSiH = 120° and a bond
length dsijy = 148 pm are predicted.

The three exemplary matrix investigations of prototype organosilicon radical cations
(Figure 13) have been chosen to demonstrate the interesting structural information, which
can be gathered concerning their respective gas-phase photoelectron spectra. Many more
alkylsilane radical cations have been studied!® such as those of 1-methylsilacyclohexane
and of silacyclobutane, generated in C7Fj¢ matrices at 77 K by y-irradiation. The molec-
ular dynamics involved as indicated by the temperature-dependent ESR data can be
rationalized by two-site jump models: Either a distorted bond oscillates between two
equivalent positions or a ring-puckering motion is activated (equations 5: coupling con-

stants in parentheses)72:
H6 ‘ H6
(3.0mT) (2.0mT)

k H5
= (7.3mT)

(7.3mT) (2.4mT)
©)
(1.7mT)
H3a Hla
(0.9mT) |
(1.1mT) r N N
-ZSi R — H3 H
P ~ © . 1
Hse Hie *3mT) TS (1mm)
(4.3mT) / (1.7mT) |
H3a Hla
(0.9mT) (1.1mT)

Here again, the vertical ionization time domain of 1015 s is crossed into the adiabatic
one below 10713 s (Figure 2c¢), in which molecular motions are activated.

4. Further PE spectroscopic investigations of organosilicon compounds with group
14 elements

The literature search for 1990-2000 yielded many isolated PE-spectroscopic results,
which will not fill an independent topic and are therefore summarized with their first
vertical ionization (Table 3).

The molecules and their first vertical ionization energies listed (Table 3) supplement
those already presented as examples. The parent silylene has been generated by
the SiH4 4 2F®* — SiH; + 2HF reaction and investigated by photoionization mass
spectroscopy, which yields the adiabatic onset value quoted’?. Silyl derivatives such
as C(SiH3)4 have been thermally decomposed to detect new routes to amorphous,
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TABLE 3. Survey of additional photoelectron spectra recorded for organosilicon molecules with
group 14 elements between 1988—2000 with their first vertical ionizations and M*® ground state
symmetry

Compound (R = CH3) Reference (year) IE] (eV) M*®( Xu)
SiH, 73 (1989) (8.2) X(2A1), onset
C(SiH3),HR 74 (1992) 10.30 XA
C(SiH3)3H 10.58 X(E)
C(SiH3)4 10.75 X(T»)
SiR4 65a (1994) 10.35 X(2T»)
SirRg 8.45 X(A))
Si(SiR3)4 8.26 X(T»)
Ge(SiR3)4 8.13 X(Ay)
(SiRp)6 7.89 XCAw)
c-[(R2S1)4(CH2)1] 65b (1997) 7.90 X(osisi)
c-[(R2S1)4(CHp), 1 n =2-4 8.00 X(osisi)
R P R

> Si—(To—Si N

e |
R AR
R SR 76 (1988) 7.80 K(B)
J 7.40 X(Ay)
J % 7.40 X(CAY)

hydrogen-containing silicon, a promising new material’>. The methylsilane ionizations
have been redetermined more precisely using synchrotron radiation’®. The ionization
patterns of the paracyclophane derivatives’® provide another example of 7r-perturbation
(Section III.C). Altogether, the years of publication quoted as references (Table 1) support
the introductory statements (Section I) that the ‘early tempestuous years of helium (I)
photoelectron spectroscopy are ... long over’, but results of one or another investigation
are still published.

C. Organosilicon Molecules Containing Main Group 15 Elements

The selected topics comprise the surprisingly stable ‘imidazole’-silylenes
(Section IV.C.1), the sterically overcrowded trimethylsilyl- p-phenylenediamines
(Section IV.C.2) and the thermal gas-phase generation of trimethyl silanimine
(Section 1V.C.3).

1. (He I) PE spectrum of stable ‘imidazole’-silylene

In addition to the novel triatomic molecule Silzél, dominant relativistic due to
its 90% iodine composition (Section IV.E.1), another unexpected and breathtaking PE
spectroscopic silylene story was published in 199477: Following the surprising discovery
of the first ‘bottlable’ carbenes by Arduengo and collaborators’® as well as of the
subsequent analogous germanium derivatives’?, the first isoelectronic silylene has been
synthesized (equation 6), crystallized and its structure determined®":
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(CH3)3(|? (CH3)3(|3
N N
\ L -d THF, 60°C \
‘ /Sl \Cl + 3 [K] S KC ‘ /Slo 6)
) 1
(CH3)5C (CH3);C

Its photoelectron spectrum’’ (Figure 14a) is best discussed by a radical cation state
comparison with the isosteric C and Ge derivatives and based on the results of density
functional calculations with a triple-£ basis set (e.g. Si, 73111/6111/1).

The radical cation state comparison of the three isosteric unsaturated molecules
(HC)2(NC(CH3)3)2X with X=C, Si or Ge (Figure 14a) reveals that the ground state of the
carbene X(241) is dominated by a nc lone pair contribution, whereas both the silylene
and the germylene exhibit 7-type states, X(*B;). According to the density functional
calculations, the crossover nc/m; — mi/ng; (Figure 14) between 7.68 — 8.21 eV and
8.22 — 6.96 eV can be readily rationalized by the calculated densities, viewed both in
the molecular plane (Figure 14b: MP) and the one bisecting the C=C double bond as
well as the two-coordinate main group element C or Si (Figure 14b: SV): The electron
density shape of the lone pairs varies from ellipsoidal nc to circular ng;’°.

The electron densities calculated by Density Functional Theory (DFT) for both the
carbene and silylene derivatives (Figure 14b) confirm the experimentally determined
electron distribution in 1,3,4,5-tetramethylimidazol-2-ylidene-d12”7 by an ellipsoidally
distorted nc lone pair density around the divalent C center, and predict the distribu-
tions at both the Si and Ge centers’’ to be essentially spherical. These DFT results
allow one to rationalize the differing radical cation state sequences observed PE spec-
troscopically (Figure 14a, nc < mj versus m] < ngj ge): With the decreasing effective
nuclear charge C < Si < Ge both 7 ionizations are lowered by 9.22 — 6.65 = 1.6 eV and
9.24 — 8.80 = 0.4 eV (Figure 14b). The lone pair ionization energies, however, increase
in the opposite direction, nc — ngj by 7.68 — 8.21 = (—)0.5 eV, and can be traced to the
varying electron density shape of the lone pairs from ellipsoidal nc to circular ng;’°.

2. Sterically overcrowded trimethylsilyl-p-phenylenediamines

The N,N’-bis- and N,N,N',N’-tetrakis(trimethylsilyl)- p-phenylenediamines®' provide
an interesting example of steric overcrowding with their single crystal structures
determined by X-ray diffraction and their gas-phase conformations investigated by
photoelectron spectroscopy8! (Figure 15).

The starting point is the ‘Wurster’s Blue’ radical cation, discovered in 1879 and
thoroughly investigated since then: The twofold N pyramidal N,N,N’,N'-tetraalkyl- p-
phenylenediamine precursors are completely flattened on two-electron oxidation as proven
by crystal structure analyses of the resulting redox salts (Scheme 8a).

In contrast, surprisingly, the tetrakis(trimethylsilyl)-substituted p-phenylenediamine can
be reduced in ether solution containing [2,2,2] cryptand by a potassium metal mirror to
a ‘Wurster’s Blue’ radical anion (Scheme 8b)%!, identified by its ESR spectrum showing
the quintet of the four benzene ring hydrogens together with 2°Si silicon satellites.
The missing N coupling indicates twisting of the bulky N(Si(CH3)3), substituents due
to van der Waals overlap with the adjacent ortho ring hydrogens as confirmed by a
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(=)

(b)  (CH3)3C

FIGURE 14. (a) High-resolution photoelectron spectra (6—10 eV) of the carbene (1,3-di-tert-
butylimidazol-2-ylidene), the iso(valence)electronic silylene (1,3-di-fert-butyl-1,3,2-diazasilol-2-
ylidene) and germylene (1,3-di-tert-butyl-1,3,2-diazagermol-2-ylidene), with assignment of the first
two M*® states by density functional molecular orbitals nx and m1; (b) electron density contour
lines viewed in the molecular plane (MP) as well as side view (SV) on the plane bisecting the C=C
double bond and the twofold coordinate main group center
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FIGURE 15. He 1 photoelectron spectra (6—18 eV) of (a) N,N,N’,N’'-tetrakis(trimethylsilyl)-
and (b) N,N’-bis(trimethylsilyl)- p-phenylenediamines with Koopmans’ assignment based on the
eigenvalues —E?Ml of geometry-optimized AM1 calculations with structural data for the space-filling

representations of the crystal molecular structures

subsequent crystal structure of the neutral molecule containing an 83° dihedral angle
w(CC—NSD)8!. This substituent group twisting explains why the already electron-rich
tetrasilyl- p-phenylenediamine can accept an additional electron: the electron-donating
nn/m delocalization is replaced by a Si — N electron withdrawal due to the huge dif-
ference in the effective nuclear charges, Z.f(Si) < Zegr (N), of the adjacent centers
(Section III.A). In 1994 the conformation of tetrakis(trimethylsilyl)- p-phenylenediamine
could be determined both by crystal structure analysis®! as well as for the gas phase
by quantum chemical analysis of the photoelectron spectroscopic ionization patternd!



206 H. Bock and B. Solouki

- -®

23° CH; ) o .
/ HyC _CHy
s S el S 'S
iihc/ 142 pm S 4352° < HCT 135pm ¥ 3607 CH;
(a) ; L
- o
. ) ) H H )
(H5C)5Si N Y Si(CH3)3 ) (H3C);Si N P Si(CHy)3
N @ N - b @ N
/ N Va N
(H3C)3Si Si(CH3)3 (H30)5Si H H Si(CH3);
(b) L
(K®[2.22))

a,=0498 mT

SCHEME 8

(Figure 15). The optimized gas-phase conformation most likely also represents the solution
structure (Scheme 8b) in aprotic solvents.

Both the space-filling representations of the crystal structuresd! as well as
AM1-geometry-optimized conformations clearly demonstrate the structure-determining
influence of the trimethylsilyl substituents on p-phenylenediamine (Figure 15). In the
1,2-disubstituted one, the ny lone pairs of the planar (R3Si)HN subunits interact with
the six-membered ring 7 cloud and the photoelectron spectrum exhibits a tremendously
large nn/m ionization band splitting of well over 3 eV (Figure 15b, shaded). In the tetra-
substituted derivative (Figure 15a), the p-type N electron pairs of the planar (R3Si);N
substituent groups are twisted into the benzene molecular plane due to the spatial overlap
of the bulky (H3C)3Si units with the ortho-ring hydrogens. The lack of nn/7 delocalization
lengthens the NC bond from 141 to 144 pm and keeps the splitting of the low energy
ionization bands smaller than 1 eV (Figure 15a).

Altogether, the AM1 geometry-optimized gas-phase structures not only allow a sat-
isfying assignment of the 40 and 52 center (!) molecules, but in addition provide a
rationale for the preparative feasibility to generate a radical anion. The sterically congested
tetrakis(trimethylsilyl)- p-phenylenediamine will most likely be twisted also in solution.
Both the zero nn/m donation and the considerable o-acceptor perturbation of the benzene
ring due to the high effective nuclear charge of the adjacent N centers support the electron
insertion to the ‘Wurster’s Blue Radical Anion’ (Scheme 8b)3!.

1

3. Thermal generation of trimethy! silanimine in the gas phase

The Pau-PE group keeps on generating interesting kinetically unstable nitrogen—82a,
phosphorous—m’ and sulfur-containing organosilicon intermediates under unimolecular
conditions in the gas phase (see Tables 4 and 6). For illustration, the thermal monomer-
ization of hexamethylcyclodisilazane to trimethylsilanimine®?? (Figure 16) is selected.



2. (Helium I)-photoelectron spectra of silicon compounds 207

[ 3
cps l

CH,
(H3C)ZSi—N/

N—Si(CHy),
H,C

1200 K
(H;0),Si=—
CH,
‘
s
sl pm
+.70}=>51——
SN i
C , v

5 10 15 IE'(eV)

FIGURE 16. (He I) PE spectra of hexamethylcyclodisilazane at room temperature and of trimethyl-
silanimine at 1200 K (after subtraction of precursor PE bands; spectra are calibrated by the He
autoionization band at 4.98 eV; in parentheses, MP2 geometry-optimized structure data and total
atomic charges)3?

Surprisingly, the ionization pattern changes only slightly with temperature (Figure 16).
However, the thermal results are not only supported by calculations at the MP2 level but
also by the thermolysis results for isopropyl- and tert-butyl-substituted cyclodisilazane
derivatives®?2, The MP2 calculations provide the interesting geometry-optimized structural
data and total atomic charges (Figure 16, in parentheses). As expected, the bond Sit070 —
N—048 jg strongly polarized and should be 161 pm long.

4. Further PE spectroscopic investigations of organosilicon compounds with group
15 elements

The literature search of 1990—-2000 produced additional PE spectroscopic publications
not fitting into the selected topics, so they are listed compound-wise with their first vertical
ionizations (Table 4).

The group IV diphenyl(trimethylsilyl) derivatives [(HsCg)2XSiR3] expectedly show
a constant second vertical ionization energy, which is assigned to the benzene-m,g
radical cation state33 and is therefore well-suited for internal calibration. The N-
phenyl derivatives® support the conformer discussion of the p-phenylenediamines
p-(R3S1),Hy_,NCeH4NH,_,,(SiR3),, (Figure 15). Lower ionization energies for
isothiocyanates relative to the corresponding cyanates have been reported before and
amount to AIE] = 1.56 eV for the parent molecules H3SiNCX and to 1 eV for the
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TABLE 4. Survey of photoelectron spectra recorded for organosilicon molecules with
additional group 15 elements (1988—2000) containing first vertical ionization energies
and M*® ground state symmetries

Compound (R = CH3) Reference (year) IE] (eV) M*® (X w)
(C¢Hs)2XSiRj3
X=N 83 (1988) 7.44 (nN)
X=P 7.74 (np)
X=As 7.72 (nAs)
X=Sb 7.66 (nsp)
CeHsNHSiR3 84 (1991) 7.70 (nN)
(C6Hs)2NSi(CsHs)3 7.32 (nN)
(CHs)2NSi(CgFs)3 8.07 (nN)
CeHsSi(NCO)3 85 (1992) 9.73 X(2E1g)
(PSiCR3)4 86 (1990) 7.60 X(E) + A(By)
XSi(OCH,CH»)3N 87 (1988)
X=CHj3 8.50 (0siN)
X=CH,Cl 9.20 (0siN)
X=HC=CH, 8.50 (0siN)
X=Cl 9.60 (0siN)
X=F 9.70 (0siN)

larger methyl derivatives R3SiNCX85 . Tetraphosphatetrasilacubane, [PSiC(CH3)3]4, is
synthesized from (H3C)3CSiCl; and Li®[AIPH,)4]® and its first vertical ionization
energy exceeds that of its carbon analogue, [PCC(CH3)3]4, by only 0.25 eV80, The
publication reporting on the silatranes®” with a silicon center of coordination number 5
contains data for 17 derivatives with partly substituted alkyl chains or groups. Altogether

organosilicon nitrogen compounds attracted some attention at the beginning of the decade
(Section IV.C.1-4).

D. Organosilicon Molecules Containing Main Group 16 Elements

Another PE spectroscopic general topic of the decade 1990—-2000 has been the attempt
to complete a list of first and second order organosilicon substituent perturbation incre-
ments (Section III.C) for both o and 7w parent molecules. Quite often, as has been
demonstrated over and over in the preceding chapters, they prove to be useful to the
silicon chemist in the proper planning of his experiments.

1. Oxygen lone pair ionization energies of siloxanes

The lone pair nx vertical ionization of a saturated molecule with heteroatom cen-
ters often generates the radical cation in the ground state (Figure 2A) and is therefore
well-suited to probe substituent effects!>- 6. Within the period 1989—1995, organosili-
con oxygen®® and sulfur®®~92 derivatives have been investigated PE spectroscopically
with special emphasis on the sometimes tremendous donor properties of S-silyl groups
CH;3_, (SiR3), 0.

The B-silyl perturbation of ng lone pairs is one of the largest substituent effects ever
detected by PE spectroscopy'>-16:38 and caused by the tremendous difference in effective

nuclear charges, Ze;(Si) < Zegr (0)'3 (Section III.A). The vertical first ionization energies
of oxygen compounds range from 12.62 eV for H,O to 7.97 eV for H3COSi(Si(CHz)3)3
(Figure 17), i.e. a difference of more than 4.7 eV (!).
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FIGURE 17. First vertical ionization energies IE] (np): (a) Methoxy derivatives H;C—O—X and
(b) derivatives of H,O with alkyl, silyl, trimethylsilyl and (trimethylsilyl)methyl substituents (— —:
identical mono- and disubstitution, - - -: alkyl/silyl comparison, and —-—: B-silyl substituent effects)

Starting with the organosilicon methoxy derivatives (Figure 17a), the first vertical ‘-
type ng lone pair’ ionizations of the molecules ranging from the parent pentaatomic
H3COH through saturated methyl ethers with alkyl and silyl substituents span a wide
range of 3 eV down to (H3C)3S1)3SiOCH3, with its ‘Guiness Book of Records’ low IE} =
7.97 eV88. The substituent effects, which increase in the order H < SiH3 < Si(CH3)3 ~
CHj3 < CH;Si(CHj3)3 < C(Si(CHj3)3)3, are mostly nonadditive, as is convincingly demon-
strated by the ionization energies IEY for isomers such as 1 and 288 which show no specific
increments for their two B-silyl groups.
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_CH,Si(CH3); _-CH(Si(CH3)3),
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The methoxy organosilicon series (Figure 17a) can be enlarged to comprehend
additional substituents (Figure 17b), which show the following effects: Methylation
of methyl groups to ethyl and isopropyl ones (Figure 17b, left hand side) lowers
IEY only slightly and nonadditively. Exchange of CH3 by SiH3 substituents increases
IEY (ng)) from 10.04 to 11.19 eV (Figure 17b) and even the bulkier Si(CH3); one
decreases it only by 0.06 eV to 9.88 eV. The largest ionization energy difference
is observed upon introduction of B-trimethylsilylmethyl groups, which on twofold
substitution, H;COCH3; — R3SiCH,;OCH,SiR3, lower IE] (ng)) by 0.64 eV and on triple
replacement at one-center H3COCH3 — H3zCOC(SiR3)3 by 1.81 eV (Figure 17b). The
largest decrease from H,O recorded is by 4.65 eV (!) to H3COC(SiR3)3 (Figure 17b,
bottom).

Organosilicon oxygen derivatives are often sterically overcrowded because the van
der Waals interactions between the bulky alkylsilyl substituent groups are increased by
the relatively short CO bonds. For lowering the nfj ionization energies, angle-dependent

models have to be appliedlo’ls’zs. The procedure is illustrated in Scheme 9 for methyl-
tris(trimethylsilyl)methyl ether H3COC(Si(CHz3)3)3 by rationalizing or predicting its low
first ionization energy of 8.2 eV starting from its semiempirically optimized structure and
from IEY = 10.04 eV for the reference compound H3COCHj; (Figure 17). The product
sum of each CSi bond parameter Scs; and the dihedral angle component < cos?6 >
together with the angle-independent increment 0.37 eV for each SiR3 group yields the
total perturbation P = 1.89 eV and a first ionization energy lowered to IE] = 8.15 eVv0,

)
@ Py = 10.04 eV — IE) = (Z Ogic <cos” 0> +10.37) eV
8g° =1.89eV
________ Cb -

23°‘;6i/’ b si fzso IE] (calc.) = 10.04 eV — 1.89 eV =8.15 eV

' IE} (exp.) =823 eV
(a) COC plane (b)
SCHEME 9

Using the calculated values, the first vertical ionization energy of the 39-center siloxane
molecule H3COC(Si(CH3)3)3 is reproduced satisfactorily.

2. Sulfur lone pair ionization energies of silthianes

The organosilicon sulfide derivatives (Figure 18) show additional features. To begin
with, the lone pair ng perturbation in sulfides by -trimethylsilyl groups® is considerably
smaller than that of oxygen lone pair nf in ethers® (Figures 17 and 20), as convincingly
demonstrated by iso(valence)electronic ethylene oxide and sulfide derivatives®® (Table 5).
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TABLE 5. IEj values for ethylene oxide and
R R ethylene sulfide derivatives

\

HC — C/H Compound R=H Si(CH3); AIE] (eV)

X=0 10.57 9.07 1.50
S 9.03 8.19 0.84

For rationalization, the large difference in effective nuclear charges, Zq(O) > Zegr (S),
as well as the considerably shorter bond lengths of ca 142 pm for CO vs. ca 182 pm for
CS are dominant factors. The first vertical ionization energies of H,O and H,S differ by
12.62 — 10.47 = 2.15 eV (!) (cf. Reference 9) and even those of H3COH and H3CSH
differ by 10.94 — 9.46 = 1.48 eV (Figure 18a).

The organosilicon sulfide derivatives exhibit first vertical sulfur 7-type ng lone pair ion-
izations of standard molecules ranging from the parent triatomic H;S through saturated
sulfides with alkyl and silyl substituents® 92, which span a wide range of 2.8 eV, down
to ((H3C)3Si)3CSCH3, with its ‘Guiness Book of Records’ low IE] = 7.66 eV8? next

to phosphorus ylide ionizations®>. The mostly nonadditive substituent effects increase in
the order H < SiH3z < Si(CH3)3 ~ CH3 < CH»Si(CH3)3 < C(Si(CH3)3)3, in close anal-
ogy to the organosilicon oxygen derivatives (Figure 18 and 17). For instance, within the
series of B-(trimethylsilyl)methyl derivatives HyS — HSCH;SiR3 — S(CH,SiR3),, the
differences AIE] are 1.51 eV and 0.93 eV (Figure 18b).

For rationalization of the observed organosilicon substituent effects on the ng ionization
in the rather large molecules of low symmetry (Figure 18b), any discussion by orbital
perturbation models is not promising. In an attempt to further characterize the equivalent
ng radical cation ground states of the chemically related organosulfide molecules,
generated by vertical electron expulsion, M — M*® + e©, within 10~15 s with a ‘frozen
core’ geometry (Section II.B), the charge distributions around the sulfur centers in the
neutral sulfides have been calculated and correlated with the respective first vertical
ionization energies88 (Figure 19). Obviously, this approach, which neglects all other
aspects of the complex ionization process and does not account specifically for the change
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8,0 9.0 100" 110 [eV]
PN 80 7 90 T IE)
H,C X 766 835867 9.10 9.48 [eV]
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633 «238- CH, SiH; H
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FIGURE 18. First vertical ionization energies IE] (nS) (eV): (a) Comparison between thiomethyl
and methoxy derivatives and (b) derivatives of H,S and its alkyl, silyl, trimethylsilyl and
(trimethylsilyl)methyl derivatives (— —: identical mono- and di-substitution, ---: alkyl/silyl
comparison, —-—: B-silyl substituent effects)



212 H. Bock and B. Solouki

Hs R'< S H \S R’\ S H\S
R” R H~” R” R~
> e
R"=Alkyl ,'_110 & R’ =Silyl (R =CHj,)
/.‘ \“ ‘-_\.
s \\ S
7 \ T
Vi \ .
F 1007 " 0227 sim,

4
" C1 8.67 y ]
(H3C)JCH2C
846
H;CH,C 8 44
H;CH,CH,C 8 34
HCy 826
e / 818 (ks
H;C ‘,' p '," | 4 \EIE%
1
HiC _! y ! 3
HieSc 4303 ¢
ez oo P Fomsi,
4
1
E {756 { C(SiRy),
(eV)J 3
(b) 4

FIGURE 18. (continued)

in correlation energies between M and M*®, nevertheless yields a satisfactory linear
regression between experimental ionization energy and calculated charge®® (Figure 19).

The linear regression in Figure 19 resulting from the rather crude correlation approach
indicates that the charge delocalization in the radical cations generated vertically in the
‘frozen’ structure of the neutral molecules, due to their electronic relaxation before the
onset of vibration, should be an essential feature in the ionization process of organosilicon
sulfides!9-8? a point of view not covered by orbital models!?
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FIGURE 19. A Linear regression between calculated charge and the experimental ionization energy

3. Further PE spectroscopic investigations of organosilicon compounds with group

16 elements

Additional PE spectroscopic publications in 1988—-2000 found in the literature search
will be listed compound-wise with their first vertical ionization energies (Table 6).

The silatrane molecules with their intramolecular Si <— N Lewis acid/base bond
have already been listed together with other nitrogen compounds (Table 4). For 1,4-
bis(trimethylsiloxy)benzene, a crystal structure analysis proves a 60° dihedral angle for
the conrotatory twist of the R3SiO substituents around the OCgH4O axis, reducing the
ng/m interaction to 9.24 — 7.96 = 1.28 eV (cf. Figure 15).

TABLE 6. Additional photoelectron spectra recorded in 1988—-2000 for organo-
silicon compounds containing group 16 elements

Compound (R = CH3) Reference (year) IE] (eV) M*® (X,)

R3SiOH 94 (1988) 10.00 X(A)

R3SiOSO,CF3 (10.0)

R3SiOCOCF; (10.9)

R3SiOCOCH; (10.2)

XSi(OCH;CH3)3N 87 (1988)
X=CHj3 8.5 X(osin)
X=CH,Cl 92 (TsiN)
X=HC=CH, 8.5 (0siN)
X=Cl 9.6 (osiN)
X=F 9.7 (osiN)

p-R3Si0CsH4OSiR; 95 (1994) 7.96 K(ws +nB)
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E. Silicon Molecules Containing Main Group 17 Elements

The literature on PE spectra of halogen compounds including those of silicon has
been covered up to 1983 in a special review within this series®®; the few, most recently
investigated organosilicon halides are listed with their first vertical ionization energies in
Table 7. The example selected is silicon diiodide or diiodosilylene containing 90% iodine
and twofold coordinated silicon, which shall conclude this review as a radical cation with
dominant relativistic properties.

1. The PE spectrum of Sil, — A novel triatomic molecule with a relativistic touch

Combination of the 13 most important main group elements (H, B, C, Si, N, P, O,
S, F, Cl, Br, I, Xe) allows the construction of 1638 triatomic molecules, of which 1183
are linear and 455 are cyclic. With rather few exceptions such as Sil,, most of them
are already known®'. The novel triatomic molecule can be prepared in analogy to other
dihalogensilylenes10’16 by the reaction of especially purified, white crystalline Sil4 with
elemental silicon (Figure 20).

For the assignment of the complex relativistic radical cation state sequence of Sil,*®, it
is advantageous to begin with that of SiBr,*® (Figure 20c), for which relativistic effects
might be neglected in a qualitative approximation. By a useful rule of thumb?, six radical
cation states of low energy are expected for the altogether twelve 3pg; and 4pg; valence
electrons, with all higher ones including increasing 3sg; contributions!%-!. The MNDO
diagrams (Figure 20c) illustrate a plausible assignment: the M*® ground state X(24;) is
generated by electron expulsion from the divalent silicon electron pair (Figure 20c: 4ay)
followed by four npg; bromine electron-pair (Figure 20c: 3b,, lap, 1b; and 3a;) and two
osipr ionizations (Figure 20c: 2b, and 2ap) with a dominant 3sg; contribution'%-6!. On
PE spectroscopic comparison of SiF», SiCl, and SiBr,10, the lowering of the halogen
electron-pair ionizations np > ncy > np; is especially striking, reflecting the tremendous
influence of the decreasing effective nuclear charge of the halogen substituents®® and their
increasingly smaller difference from that of the silylene Si center!0-6!,

On comparison of the radical cation state-patterns of Sily and SiBr, (Figure 20b and c),
two effects are recognized: a significant shift of only the 3sg; ionization to lower energies
and a distinct spread to largely isolated bands, which are separated by 0.4-0.7 eV. For
the assignment of the vertical ionization energies IE}, of Sil, via Koopmans’ correlation,
IE; = —£§CF, the relativistic effects due to the two heavy-atom substituents, responsi-

ble for the experimentally observed hyperfine structure splitting of the (552, 5p7) states
of the iodine atom, 2Pj /2 and 2P, /25 of 0.94 eV%, have been taken into account by
using a quasi-relativistic two-component pseudopotential SCF method with a double-zeta
(DZ) polarization function (p) basis set. The calculated data for Sil, correlate well with
the experimental values and the maximum Koopmans’ defect for the PES band maxima
between 9.70 — 12.18 eV (Figure 20) amounts to only 0.33 eV (!). The spin/orbit cou-
pling within the C»y molecular symmetry of less than 0.07 eV is unexpectedly small, e.g.
in contrast to the analogous Gel, with a no longer negligible 0.3 eV split61. The Silp
structural parameters from the geometry-optimized DZP-SCF calculation are supported
by the satisfactory agreement between the experimental and calculated values of other
dihalosilylenes'®16. The population analysis for Sil, based on the optimized structure
yields for the Si center a positive charge of +0.54 and, correspondingly, for each of the I
centers a negative one of —0.27. Comparison with the values obtained for the Si centers of
the other dihalosilylenes (SiF; : +0.91; SiCl, : +0.78 and SiBr; : —|—0.66)61 demonstrates
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FIGURE 20. (a) Short-path apparatus for the gas-phase preparation of Sil, in the electron-
bombardment oven of the Leybold Heraecus UPG 200 PE spectrometer (Av He(I) lamp; IC: ionization
Chamber; CT cooling trap) and He(I) PE spectra as well as SCF-optimized structures of (b) Sil,
and (c) SiBr, with SCF orbitals for Koopmans’ assignment of the spin/orbit-coupled radical states
(see text)

again the tremendous influence of the effective nuclear charges of halogen decreasing
from F to I (cf. Section III.A).

In closing, it is pointed out again that the charm of Sil, consists not only in being
relativistic, but also in being one of the few still unknown triatomic main-group element
molecules.
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TABLE 7. Additional photoelectron spectra recorded in 1988—-2000
for organosilicon compounds containing group 17 elements

Compound (R=CH3) Reference IE] (eV) M*® (X w)
SiF>Cly 75 12.66 X(By)
SiFCl; 12.21 X(42)
c-(SiClo)s 97 8.85 X(®Bay)
¢~(SiCly)s 9.50 X(A)
c-(SiCl)g 9.00 X(AL)
R3SiF 94 11.00 XCE)

2. PE spectroscopic investigations of organosilicon compounds with group 17
elements

Halogen derivatives in general are valuable synthetic building blocks, in contrast to
their often less attractive redox or acid/base molecular properties, a fact reflected also
by the comparatively few PE spectroscopic investigations'®13:16:96 published recently
(Table 7).

Both chlorofluorosilanes have been prepared by reacting Na,SiFg with (AICl3),7°. The
ionization energy differences of cyclic perchlorosilanes [(SiCly)4—¢] are rationalized by

calculation of geometry-optimized structures of Dy, C1 or D3y symmetry”’.

V. RETROSPECTIVE AND PERSPECTIVES

Organosilicon radical cations generated in the gas phase by vertical ionization within
10715 s, in solution by adiabatic redox electron transfer within <10*7 s or in matrix by
irradiation provide interesting and essential information concerning both the molecules
before and the radical cations after electron expulsion (Section II.B). Among the numer-
ous methods suited for their investigation, photoelectron spectroscopy in the gas phase
(Section II.A) and ESR/ENDOR measurements in solution (cf. Section III.D) complement
each other both as eigenvalue-determined (via Koopmans’ theorem) as well as eigenfunc-
tion squared correlated (e.g. via the McConnell relation; Section II.B) and also by their
different 101> and 10~7 s time scales. Quantum chemical calculations at various lev-
els of sophistication— from topological eigenvalues (Section III.B) to pseudorelativistic
eigenfunctions (Section IV.E.1)— considerably help to assign spectra, to assess spin and
charge distributions and, above all, to interpret and rationalize the fascinating molecular
or radical cation properties, including their dynamics!-13-16,

Prominent features, resulting from over 30 years of investigation by many groups world-
wide, are, for instance:

(1) The low effective nuclear charge of silicon centers in organic molecules causes
internal polarization Si®®—C%© and, depending on the respective substituent perturbation
pattern (Section III.C), will reduce first vertical ionization potentials in the gas phase as
well as oxidation potentials in solution to often surprisingly low values.

(i) Within main group element chemistry, striking substituent effects of partly bulky
and kinetically shielding trialkylsilyl groups on m-systems and electron-rich lone pair
centers have been discovered, many of which are nowadays used in organic synthesis.

(iii)) Numerous thermodynamically stable but kinetically short-lived organosilicon inter-
mediates have been generated in gas-flow systems or low temperature matrices by using
the PES or ESR molecular state fingerprints for reaction optimization (Section IIL.F). The
coordination numbers of the Si centers, ranging from one as in HsCgN EEFINTS (Figure 9)
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to ten as in the silicocene sandwich m-complex (R5Cs),Si (Figure 11), demonstrate the
breathtaking bonding span of Si centers.

Returning to the Review subtitle ‘History and Achievements’, (Hel) photoelectron
spectroscopy as a gas-phase probe for radical cations exemplified here for organosili-
con compounds has opened new insights into bonding in and properties of molecular
states, supported and promoted by the also rapidly developing quantum chemical calcu-
lations. The tremendous progress has opened numerous areas for future research from
new materials based on polysilane band structures (Figure 5) or Rydberg states in photo-

chemical reactions of organosilicon compoundslS, to dynamics of Si-containing molecules
(Scheme 3) including calculated energy hypersurfaces etc., etc., not forgetting the increas-
ing impact of both the constantly improved and newly developed techniques of physical
measurement such as ZE(ro) K(inetic) E(nergy) spectroscopyl“*98 or femtosecond laser

technology®®. In addition, there is an avalanche of quantum chemical, ever faster and more
number crunching calculations for larger molecules of increasing importance. Therefore,
an ‘intellectual tunneling’ is necessary between the only seemingly different viewpoints of
preparative and theoretical chemistry, which both meet in the reality of molecular states.

In closing, Galileo Galilei may be quoted also with reference to organosilicon radical

cations'%: ‘Measure everything and the unmeasurable make measurable’.
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. INTRODUCTION

Advances in 2?Si NMR spectroscopy have been enormous during the last few decades,
both in technical means and in achievements. This progress, as in many other fields of
science and technology, has been reflected in an exponential growth of the number of
publications. Our database currently comprises over 6000 papers containing 2°Si NMR
data, and we cannot claim that it is complete. Just for comparison, the NMR bible of the
seventies!, in its attempt to cover most of the published work on structural applications of
NMR at that time, contained 496 references to 'y NMR papers. Since that time, however,
no one has attempted to cover all aspects of 'H NMR spectroscopy.

Nowadays, valuable 2?Si NMR data (e.g. 2°Si—"*W couplings, etc.) are often ‘hidden’
in footnotes of ‘synthetic’ papers, while not long ago the same data warranted independent
publication. It would be most desirable if a reviewer could extract such data and collate
them into generalized trends. Unfortunately, this is not realistic, as original data were
obtained under considerably varied experimental conditions (solvents, temperature and
reference) and are often presented without an adequate description that would indicate
their precision and reliability.

Workers in a field usually know the values of relevant parameters in the classes of
compounds they study, and, if not, they can use abstracting/indexing services to localize
the source of the data for the compound of interest. The traditional sources of such
information (Chemical Abstracts, Beilstein Data) have been supplemented by sources
dedicated to 2°Si NMR data collection?.

The previous 2?Si NMR review in this series® has stressed the recent trend in combin-
ing NMR spectroscopy with other methods, mainly X-ray diffraction, a marriage that has
enabled well-equipped laboratories to determine by X-ray the structure of any compound
that can be crystallized. Solution NMR data then serve only two minor purposes: con-
firming the same structure in solution and allowing fast identification of the compound.
It is this latter purpose that further emphasizes the importance of correct measurements
and presentation of NMR data; this is of even more importance in the case of 2Si NMR
spectra, which (in contrast to 'H or 13C NMR spectra) usually contain only a few lines,
and thus the structure of the spectrum or internal shifts are of little use with identification
resting on precise values of chemical shifts and coupling constants.

On current spectrometers, spectral line frequencies can be determined with a preci-
sion of £0.1 Hz or better and a difference in frequencies better than +0.2 Hz. The same
reproducibility can be achieved for repeated measurements of a sample without need for
excessive care when the measurement is run with temperature control and stable lock.
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Apparently, such precision is routinely achieved, as 2Si coupling constant values are pre-
sented with that precision in the overwhelming majority of synthetic papers. The £0.2 Hz
in frequency translates into a precision of the 2°Si chemical shift of £0.005 ppm on a
200 MHz spectrometer operating at 39 MHz for 2?Si NMR (and accordingly to a higher
precision on a higher field spectrometer). The most frequently implied accuracy of 2°Si
chemical shifts published in synthetic papers is much lower, around £0.2 ppm (as the
shifts are presented to one decimal place). The lower accuracy reflects uncertainty in exact
experimental conditions (sample and solvent purity, temperature, concentration, referenc-
ing, short acquisition time etc.) and their reproducibility. In some cases the uncertainty is
recognized by the authors, in others it is an outcome of journal brevity rules as imposed
by the editors. A synthetic chemist who is busy making new interesting compounds has
no time to study NMR textbooks; he takes full advantage of user-friendly software of
current NMR spectrometers to run sophisticated experiments. It is then no wonder that
many synthetic papers contain many errors in data presentation that often make even the
measurement suspect. Errors frequently encountered in such papers are briefly described
in the last section of the present review.

Therefore, this review will draw only from those papers that already contain some
discussion of 2Si NMR experiments. It will concentrate on experimental aspects of 2°Si
NMR in organosilicon liquids. This area will be covered irrespective of earlier excellent
reviews® ™% in order to enable independent reading without continued need for recourse
to other treatises.

The overwhelming majority of pulse sequences in use in 2°Si NMR have been devel-
oped for '3C nuclei and then adapted for 2?Si. Perhaps with the exception of adjustment
for the negative gyromagnetic ratio (changing the polarity of magnetic field gradients and
replacing continuous proton decoupling with gated decoupling) the adaptation is trivial;
the adjustments for different coupling values or longer relaxation times do not differ from
those needed to optimize the experiment for a 3¢ NMR experiment on a different class
of organic compounds. Of the plethora of NMR experiments (pulse sequences) described
in the literature, practically all can be adapted for use in 2°Si NMR spectroscopy even
though some are not likely to find such a use (e.g. TOCSY and its variants). This review
will concentrate only on those experiments that have a record of proven usefulness for
organosilicon chemistry, although it might be only a matter of time until these other
experiments are tried on organosilicon compounds.

To save space and yet enable limited discussion, the pulse sequences are given here in
very condensed form in the body of the text; for phase cycling, etc. the reader is referred
to the source literature.

Il. BASIC FACTS

Parameters of the 2°Si nucleus have been given in all previous reviews of 2°Si NMR, and
detailed comparison with other nuclei can be found in reviews of Harris and coauthors® 10
and Brevard and Granger!!, which also give clear definitions of the terms (e.g. relative
receptivity) used in the discussion.

Some experimental difficulties in measuring 2°Si NMR spectra come, as in >N NMR,
from the negative gyromagnetic ratio y, but the natural abundance (4.70%) makes 2°Si
receptivity twice as high as that of 3C (Dgi =2.09'9). This is especially welcome in
experiments like INADEQUATE, which are easier to perform in 2?Si NMR than in 13C
NMR spectroscopy, despite the lower resonance frequency. On the other hand, 2°Si iso-
topic enrichment has remained prohibitively expensive (with the possible exception of
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TABLE 1. 2°Si NMR resonance frequencies and relative sensiti-
vities in different magnetic fields®

'H NMR” 298i NMR frequency® Relative sensitivity?
100 19.87 0.4
200 39.73 1.0
250 49.66 1.4
300 59.60 1.8
400 79.46 2.8
500 99.33 4.0
600 119.19 5.2
760 150.97 7.4
800 158.92 8.0

9The magnetic field is expressed as the TH NMR resonating frequency.
b1H NMR frequency in MHz; the spectrometer frequency is usually a part of
the spectrometer model name (e.g. UNITY 400 or AVANCE 400).

¢295i NMR frequency in MHz.

dVery approximate relative sensitivity (signal-to-noise) of 295i NMR at the
given resonance frequency relative to that at 39.73 MHz (i.e. in the lowest
field superconductive magnet); the figures reflect magnetic field changes only
(S/N o B-9)12,

silicates, see Section X.A) while the cost of '3C enrichment has decreased considerably
in recent years. The never-ending drive for higher magnetic fields brings with it a higher
sensitivity and a higher spectral resolution (Table 1). In a laboratory, a significant increase
in sensitivity can be achieved by replacing the old probe (and preamplifier) by their latest
counterparts and/or by use of techniques with a higher sensitivity (e.g. inverse detection).
With the (negative) gyromagnetic ratio of the 2°Si nucleus being of the opposite sign com-
pared to the gyromagnetic ratios of the more common and abundant nuclei (e.g. 'H, '°F or
31P) some care is necessary in preparing 2?Si NMR experiments. A negative Overhauser
effect (when nuclei with positive gyromagnetic ratios are saturated) can reduce or even
null the signal, and under the influence of magnetic field gradients 2°Si magnetization
rotates in an opposite direction than magnetizations of other nuclei.

In practice, problems might come from slow relaxation of 2Si nuclei in some species.
Although long spin—spin relaxation 75 is beneficial, as it leads to narrow lines in the
spectrum, long spin—Ilattice relaxation 7’| is troublesome as it requires slow pulse repeti-
tion, thus making 2?Si NMR experiments time-demanding. The use of relaxation reagents
can shorten this time but it contaminates the sample and can also broaden the lines (see
Sections IV and X.E).

lll. REFERENCING

We shall spend time and space on the trivial matter of referencing for a simple rea-
son — referencing is vital for the accuracy of the reported chemical shifts. While current
spectrometers measure line positions easily with a precision of £0.02 ppm, referencing
errors can cause and do cause systematic errors of 1-3 ppm.

It has been very fortunate that the § scale and the universal primary reference, tetram-
ethylsilane (TMS), were widely accepted rather early in 2°Si NMR history. (For other
suggested references, their relative merits and conversion factors, see earlier reviews9.)

Not only does TMS have a relatively short relaxation time TP’ 14, but it also has 12 protons
that can be utilized for polarization transfer. Thus TMS can be used as a reference at low
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concentrations (ca 1-3%) independently of the measuring technique employed. Since
NOE of TMS depends on temperature'4, the intensity of its signal might change with the
temperature. With modern stable superconducting spectrometers, the fact that the TMS
resonance lies in the middle of common 2%Si chemical shifts'® is no longer an argument
against its use unless coupled spectra are to be recorded.

The § scale (with ppm units) is defined by equation 1

V — VTMS
VTMS

§= x 10° 1)

where v and vrys are the resonance frequencies (in Hz units) of the signal in question
and the TMS reference in a given solvent. This definition is satisfactory for most prac-
tical purposes, but for studies of solvent effect and the highest achievable precision and
reproducibility, infinite dilution in an inert reference solvent should be used (at a chosen
temperature). (For discussion of reference requirements in solvent effect studies, see the
next Section and References 16—19.) The definition implicitly assumes that the reference
is fully inert and so a change of solvent or temperature affects the reference frequency
only through the change in bulk magnetic susceptibility. As this assumption is not valid
for TMS in a number of solvents!®1? it is unlikely to be met by secondary references
in use.

The use of a secondary reference and/or employment of external referencing is a result
of some practical considerations. Aspects considered range from principal factors like
sample solubility, boiling point or signal overlap to trivial matters of convenience such
as routine or tradition in a laboratory. In practice, the chemical shift §’, measured relative
to a secondary reference as an internal reference, is converted into the § scale according
to the equation 2

€))

3:3’+5s=<”_vs+"s_vms) x 10°

Vs VTMS

where ds and vg are the chemical shift and resonance frequency, respectively, of the
secondary reference. Obviously, the numerical error due to the replacement of vms by
vs in the denominator of the first term is negligible, but substantial errors can occur
because of differences in physical and chemical properties of the primary and secondary
references. Since neither the solvent nor the secondary references used are fully inert,
the chemical shift of the secondary reference, ds, varies with the solvent (for some
examples, see Table 2). Clearly, for a correct conversion of & values to the § scale
according to equation 2, one single value of s for each secondary reference is not
sufficient; the dg value must be determined in the same solvent and temperature as
used in the measurements. Unfortunately, the most widely used secondary references
are methylsiloxanes (HMDSO, OMTS, hexamethylcyclotrisiloxane), which are proton
acceptors, and their 2°Si chemical shifts are influenced by the hydrogen bonds both with
the measured substrate and also with protic solvents as exemplified in Figure 1 (note
the large solvent effects on the 298i chemical shift of hexamethyldisiloxane, HMDSO,
the most common secondary reference). Solvent effects are usually smaller in the case
of secondary references not containing oxygen or other heteroatoms like HMDSS or
TTSM [tetrakis(trimethylsilyl)methane], the latter being especially convenient for high-
temperature work (m.p. = 307 °C, 8g = 2.74—3.1220).

Reproducible chemical shifts of a secondary reference and substrate as well can be
obtained at sufficient dilution even in a protic donor solvent?!. This dilution procedure
is not always practical for sensitivity reasons, but when a polarization transfer provides
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TABLE 2. Chemical shifts s of some secondary references in
different solvents measured at 302 K¢

Solvent HMDSS? HMDSO* OMTS?
c-CeHin —19.779 6.847 —19.690
CgDg —19.557 7.606 —18.584
CCly —19.791 6.951 —19.530
CDCl3 —19.779 7314 —19.087
THF —19.806 7.154 —19.293
CsHsN —19.527 7.919 —18.224
CD3;COCD3 —19.729 7.329 —19.004
CH3CN —19.680 7.802 —18.424
DMSO-dg —19.874 7.713 —18.476

@Measured as dilute solutions (1.5 & 0.4% w/w) of an equimolar mixture
of the secondary references and TMS in the solvents indicated, acquisition
time 4 s, spectral width 4 kHz, 32 K complex data points.
bHexamethyldisilane, (Me3Si);; we prefer this abbreviation as it eliminates
possible ambiguity (HMDS sometimes used for this reference is also used
to denote HMDSO).

“Hexamethyldisiloxane, (Me3Si),O; Marsmann’s review® lists a number of
chemical shift values in the range 4.0-7.2.

dOctamethylcyclotetrasiloxane, (Me,Si0)4.
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FIGURE 1. ?°Si chemical shift dependencies of common references on phenol concentration M
[HMDSS (@), OMTS (4) and HMDSO (a)]

increased 2°Si NMR sensitivity, this is the best route to accurate and precise chemical
shift values.

Depending upon whether or not the reference compound is present in the same solution
as the measured substance, the method of referencing is denoted as internal or external.
Internal referencing, when the reference is in the same solution as the measured substrate,
eliminates the effect of magnetic susceptibility, yv; both reference and substrate are in
the same magnetic field. It does not eliminate, however, any of the many possible specific
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interactions between solution components that can affect 2°Si chemical shifts of both
substrate and reference. Irrespective of this influence, the internally referenced shifts are
reproducible (and are therefore useful for compound identification and for other purposes)
if relevant experimental conditions are provided. It is a pity to see valuable chemical shifts
without indicated solution composition, temperature and method of referencing, which
reduces the possible uses of the data.

With superconducting magnets and almost universal use of the deuterium signal of the
solvent for the spectrometer lock, two different methods of external referencing are in
use. Both solve the problem of different solubility of the sample and reference and both
eliminate the need to contaminate the sample with the reference compound. The older
of the two methods (‘true external referencing’) measures simultaneously the signals of
the reference and substrate, but they are placed in physically separate parts of the sample
tube (most often, the reference is contained in a glass capillary inside the sample). The
second method, the substitution method, measures the sample and the reference in separate
experiments with precautions being taken that the magnetic field and other experimental
conditions do not change.

Magnetic susceptibility correction should be applied to the values obtained by either
of the external referencing methods if the susceptibilities of the two solutions involved
are different. In the case of true external referencing, care must be taken to use the
proper correction formula; it depends not only on the geometry of the sample container
(capillary or sphere)?? but also on the geometry of the receiver coil of the spectrometer®3.
For a cylindrical capillary (currently the most frequently used) in an NMR tube in a
superconducting magnet with the magnetic field parallel to the axis of the tube, the
corrected chemical shift is given by equation 3

4 1
Scorr = Sobs — ? (X{?f - Xi]amp e> A3)

where symbols yy denote dimensionless volume susceptibilities of the reference and the
sample.

The substitution method is usually preferred as it does not reduce the effective sample
volume (a loss in sensitivity) and does not affect adversely the achievable dynamic range
by adding another signal. Also, it is easier and simple to implement. If the same deuteri-
ated solvent and low sample and reference concentrations are used, the difference in the
susceptibility might be negligible (as easily verified by a comparison of lock conditions).

When solubility dictates use of different deuteriated solvents for reference and measured
samples, the chemical shift §.or measured against the external reference and corrected for
susceptibility difference must be also corrected for the difference in the chemical shifts
of the lock signals, A. With a deuterium lock this difference is just the difference in 2H
NMR chemical shifts of the two deuteriated solvents, which equals the difference in g
shifts of their protic isotopomers (equation 4):

sample

8 = dcorr + A = Scorr + oy — 5refel:(rence) @

loc

A different method of referencing is used in the E-scale of chemical shifts, sometimes
referred to as ‘universal referencing’. (We shall reserve the term ‘absolute scale’, which is
also used in this context24, for a different concept; see below.) In this scale the chemical
shift is given as the absolute frequency of the signal that would be observed in a magnetic
field in which the 'H NMR signal of TMS appears exactly at 100 MHz. Thus

& = (100.000000/vTms) - v (5)
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the E value of a signal (equation 5, in Hz units), is determined from its resonance fre-
quency, v, and TMS frequency, vrms, in the 'H NMR spectrum measured under the
same conditions (i.e. it includes the temperature dependence of the 'H NMR chemical
shift of TMS)>~27. Different but equivalent definitions and a detailed description of how
to arrive at the E values can be found in the literature®®:2° together with & values of
reference compounds for other nuclei!®-3%. This scale has not gained much popularity in
the area of 22Si NMR; apparently the large number of significant digits (many of them
redundant for our purposes as they do no more than define the 2°Si nucleus) required to
express the chemical shifts in this scale (and hence the large probability of typing errors),
combined with some initial reluctance of spectrometer manufacturers to incorporate it into
the spectrometer software, worked against its wider acceptance.

Measurements in water and in other highly polar solvents require a short comment.
Since the primary reference is insoluble in these media, secondary references are used with
their §g values determined through external referencing. However, use of a TMS emulsion
might overcome the need for susceptibility correction as the dispersed reference might
form perfect spheres3! although it might lessen the resolution. The common 'H NMR
secondary references, DSS or TSPSA [sodium 4,4-dimethyl-4-silapentane-1-sulfonate or
the Na™ salt of 3-(trimethylsilyl)propane sulfonic acid] and DSC or TSPA [4,4-dimethyl-
4-silapentane sodium carboxylate or the Na™ salt of 3-(trimethylsilyl)propionic acid] are
most frequently used for 2°Si referencing as well. Their 2°Si referencing properties have
not been systematically investigated but care should be exercised, as it is known from 'H
studies that the chemical shift of DSS is affected by interactions with other solutes32*33;
it forms micelles in concentrated solutions containing paramagnetic ions>*, and some
unexpected reactions of DSS were reported>>.

Absolute scale (or absolute shielding) is another scale used in shielding theory. It
gives shifts in ppm units relative to the bare nucleus with positive values indicating less
shielding (higher frequency). Jameson and Jameson3® calculated 2°Si absolute shielding
in SiH4 (475.3 4+ 10 ppm), SiF4 (482 4 10 ppm) and in TMS (368.5 & 10 ppm), which
are important constants that allow comparison of chemical shifts obtained by molecular
calculations.

IV. SOLVENT EFFECTS

Various solvents have been used in 2°Si NMR studies and applications. It appears that the
choice of solvent and concentration has been dictated more by the tradition in the particular
field of organosilicon chemistry or laboratory than by the more general consideration of
obtaining comparable and reproducible results. The solvents used include chloroform,
benzene, tetrahydrofuran, pyridine, dioxane, dimethyl sulfoxide etc., usually in their fully
deuteriated isotopomers; the effects of these solvents on common secondary references
were summarized earlier in Table 2.

The ever-increasing sensitivity of NMR spectrometers (higher magnetic field combined
with a better circuitry) together with introduction of polarization transfer schemes for 2°Si
NMR have now removed for virtually all classes of organosilicon compounds the need
to measure samples in high concentrations or as neat liquids (with its requirement for 1 g
or more of the compound), as was the case in the sixties.

Although observations are scattered throughout the literature, solvent effects on 2?Si
NMR parameters have been studied systematically only to a slight extent. Attention has
been focussed mainly on effects on chemical shifts despite the fact that all parameters are
affected by solvent, concentration and temperature.
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As mentioned above in Section III, satisfactory definition of chemical shifts for solvent
effect studies is a problem that can be important, especially when the effects are small.
In their studies of solvent effects on the 2?Si chemical shift of TMS, Bacon and Maciel
and their coworkers!'®19:37 adopted the following definitions that are closely related to
the method of measurement they used: in a CW spectrometer they kept the 'H resonance
of TMS at a fixed frequency (irrespective of the solvent) and measured the >?Si chemical
shift in the magnetic field thus defined. These shifts reflect the solvent effects on the
shifts of both 'H and 2°Si nuclei. The values (named apparent shifts and denoted Ac§;)
were given relative to the value obtained in the same manner for pure TMS. In order to
eliminate the solvent effect on the 'H chemical shift, the authors determined ‘intrinsic’ 'H
solvent shifts Aoy in separate measurements. (The Aoy shifts were measured relative to
an external reference, and the susceptibility effect was eliminated by measuring with the
cylindrical axis of the sample tube both parallel and perpendicular to the magnetic field.)
The corrected or intrinsic 2°Si solvent shift is Aosi = Aa§i + Aoy. Factor analysis of
the data revealed that there are just two significant factors influencing the solvent shifts,
but their relationship to current models of solvent effect has remained unclear. Since 'H
and 2°Si chemical shifts vary similarly with the solvent, the range of 2°Si intrinsic shifts
Aos; spans 0.65 ppm, while the range of 2°Si apparent shifts Acg§; is only 0.22 ppm in
15 solvents (20 vol% solutions in mostly halobenzenes and halocyclohexanes), which is
certainly of not much concern in practical applications.

The early CW direct measurements of >?Si chemical shifts, which established the major
trends (and large substituent effects), were not particularly concerned with solvent effects.
The measured samples usually had high concentrations or were neat liquids and the shifts
were referenced externally. It was believed that the small error introduced by the failure
to apply a bulk susceptibility correction was bound to be preferable to the possibility of
larger errors introduced by solvent effects!3. It was also generally held that 298 shifts (in
contrast to 19Sn but similar to 13C shifts) are little affected by solvents, concentration
and temperature. Certainly, the solvent effects observed then were small (<0.5 ppm) com-
pared to effects arising from structural changes and experimental inaccuracy. This view
was supported by the above-mentioned small solvent effects on the shift of TMS and
by other isolated observations. For example, in their double resonance study of ca 30%
samples in CCly, McFarlane and Seaby>® noted that the 2°Si shifts of methylsilyl carboxy-
lates were not appreciably affected by the presence of hydrolysis products (free acid and
hexamethyldisiloxane); additions of pyridine or triethylamine affected the shieldings by
less than 0.3 ppm. The shifts were independent of concentration in inert solvents except
for CICH,COOSiMes, the shift of which was decreased by 0.5 ppm by an addition of
CH;Cl,. (Incidentally, the opposite effect of the same solvent on the shifts of polysiloxanes
was reported by Harris and Kimber®®.) However, Williams and coworkers*®#! realized
that the strong interaction of acidic silanols with basic solvents should be reflected in
298i chemical shifts. Experiments confirmed this hypothesis. They found linear corre-
lations between the 2%Si chemical shifts of silanols (and other compounds with acidic
protons) measured in different solvents and ‘donor numbers’ of the solvents (DN); see
Figure 2. DN, a measure of basicity of the solvent, was introduced by Gutmann*>%3,
Compounds without an acidic proton [e.g. Ph3SiCl, (MeO)3SiH] showed small solvent
shifts (<0.5 ppm), while in other compounds the effects were larger but without a linear
relationship to DN [e.g. (Me,CHNHSiMe;),0, (Me,HSi);NH and (EtNH),SiMe;)]. To
explain this relationship with the solvent donicity, it was suggested that in silanols the
electron pair donor (EPD) solvents increase the O—H distance with subsequent decrease
of the Si—O distance*?. This type of linear correlation was confirmed for trimethylsilanol
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FIGURE 2. 2°Si chemical shifts vs solvent donor numbers, DN: O — Ph3SiOH; <& —Ph,Si(OH)y;
0— (HOSiMe;),0; @ —HO(Me;SiO)gH; A — (PhNH),SiMe;. The scale in parentheses corre-
sponds to PhySi(OH);. Donor numbers of solvents (DN) were taken from Reference 42. Reprinted
from Reference 41, Copyright 1976, with permission from Elsevier Science

in 18 solvents (Figure 3; r = 0.99:) and so it could be used for the determination of DN
values of several sydnone compounds®. In view of these dependencies, it is surprising
that solvents such as C¢Dg, CDCl3, DMSO-dg and THF-dg have very little or no effect
on the chemical shifts of silanetriols*’.

The effect of hydrogen bonding propagates (though it is attenuated) through the siloxane
chain; even the shifts of inner D units of 1 exhibit good linear correlation with donicity
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FIGURE 3. 2°Si chemical shifts of trimethylsilanol vs. solvent donor numbers, DN. Reproduced by
permission of The Chemical Society of Japan from Reference 44

and, as the D-3 units are less sensitive than the D-2 units, the two units alter their order in
the spectra in solvents with high DN. Starting from a neat sample 1, addition of DMSO
produces the titration curves shown in Figure 4. The curves indicate preferential hydrogen
bonding to DMSO*!.

@

A completely opposite situation is encountered in siloxanes, alkoxysilanes and other
compounds that can act as proton acceptors in hydrogen bonding. In these cases hydrogen
bonding shifts the signals to higher frequency (Figures 5 and 6) and titration curves have
the same shape as in the previous case (except for the inverse sign of the change)*®.
Proton donor solvents can also change the order of the shifts within one compound®’.



234 Jan Schraml

-22.5

22,0 o

(9

-15F p D-1

8(*Si) (ppm)

~14F

FIGURE 4. 2°Si chemical shifts vs mole fraction x of DMSO for the three different silicon atoms
in 1. Reprinted from Reference 41, Copyright 1976, with permission from Elsevier Science

The sensitivity of silicon is different in different steric arrangements; as exempli-
fied in Figure 5, the shifts in ‘infinitely dilute solution’ in chloroform have a clear
relationship to the stereochemistry of the compound48 (Figure 7). It is obvious that
this steric effect is mediated through the solvent effect. The shift to high frequency
is larger as the hydrogen bonding gets stronger, and it gets stronger with increasing
basicity and increasing solvent accessible surface of the siloxane oxygen. In view of
the gross simplifications involved (constant basicity, molecular geometry), the theoret-
ical dependence of the observed chemical shift on the calculated oxygen accessible
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FIGURE 5. 2Si chemical shifts in trimethylsilylated steroids vs. concentration (c) of proton
donors: chloroform (top) and phenol (bottom): A3AC — 3a-trimethylsiloxy-5a-cholestane; A3BC —
3a-trimethylsiloxy-58-cholestane;  B3AC — 3 8-trimethylsiloxy-5«-cholestane; ~ B3BC — 3 S-tri-
methylsiloxy-5g-cholestane (for the structures see Figure 7). Reproduced by permission of The Royal

Society of Chemistry from Reference 46
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FIGURE 6. 2°Si chemical shifts in 2,3,4-tri(O-trimethylsilyl)-1,6-anhydro- 8-D-glucopyranose (2) vs.
molar concentration of chloroform in a ternary mixture with C¢Dg. (P is the molar ratio of chloroform
to the C¢Dg). Reproduced with permission of Collection of Czechoslovak Chemical Communications
from Reference 47

OSiMe;
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surface predicts the trend correctly*® (Figure 8). Chloroform-induced shifts in mono- and
bis(trimethylsiloxy)adamantanes also agree with predictions based on oxygen basicity and
accessibility™.

Comparison of the chemical shifts shown in Figure 7 with those measured earlier’!, and
which could not be satisfactorily interpreted in stereochemical terms, suggests that with
a correct choice of solvent some factors contributing to the observed shifts can be made
more visible and helpful in structural analysis. Comparison of Hammett-type dependencies
of the 2%Si chemical shifts in YCgH4OSiMes measured in neat liquids and in chloroform
shows how chloroform suppresses the sensitivity of the 2?Si shifts to the substituent effect.
Apparently, substituents that increase the shielding of silicon also increase the basicity of
oxygen. In chloroform solutions this means a stronger hydrogen bond, which decreases
the shielding of the silicon as described above’?.

Obviously, the solvent effects are not only a nuisance with adverse effects on the repro-
ducibility of measurements, but they can be utilized in a number of ways. Measurement
of the chemical shifts of the reaction mixtures of N-trimethylsilylimidazole with Me3SiX
(X = Cl, Br, I, OClO3, OSO,CF3) in three solvents (in which the chemical shifts of the
product changed very little with the solvent and counterion, while that of Me3SiX changed
more) proved that the product has a bis-silylimidazolium ion 3 structure and is probably
the active silylating species in silylations promoted by N-trimethylsilylimidazole>3.
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FIGURE 8. The dependence of 2°Si chemical shifts on the solvent accessible surface of oxygen (A)
in steroids. Reproduced by permission of John Wiley & Sons, Ltd from Reference 49
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Solvent, concentration and temperature effects also help in elucidation of a bonding
situation. For example, in N-methyl-N-(dimethylchlorosilylmethyl)acetamide 4 or in its
N-phenyl analog, the 2°Si resonance shifts to low frequency (by 3.2 ppm) when going
from dichloromethane to acetone solution or to a lower temperature in these solvents
and in methanol (20 ppm when changing from 20 to —90 °C). The shift characterizes the
compound as the one with the weakest coordinative component of hypervalent O—Si—Cl
fragment>* according to the criteria established by Voronkov and coworkers®>:3¢. Closely
related compounds 5§ (with X = Cl, Br) were studied in great detail by Kummer and
Halim®’. They described 2°Si chemical shift changes (in the range § = 4 to —39) with
solvent, temperature and concentration, and the changes correlate with changes in the
13C chemical shifts. In these compounds the shifts change as a consequence of changing
ionization, dissociation and aggregation equilibria with the solvent. The results were taken
as evidence for a reversible transition from O— SiCl to OSi<—Cl coordination via a true
pentacoordinated state with a maximum of the 2%Si low frequency shift.

Pestunovich and coworkers>® observed that while the chemical shift of methyltrime-
thoxysilane does not change with the solvent (=1 ppm), the shift of methylsilatrane varies
in the range of 12 ppm with the solvent (and while the shielding of 298 increases, the
shielding of I5N decreases).

A different situation occurs when the ‘solvent’ reacts with the solute or forms adducts,
etc. A nice example is provided by the [Cr(=0),{(0SiPh,),0}]> complex (6) which has
8 = —31.91 in dichloromethane solution, but upon addition of pyridine or tetrahydrofuran
it shifts to —40.36 or —39.61 ppm, respectively. This change is caused by formation of

an adduct 7 where L is pyridine or tetrahydrofuran®.
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Measurements in different solvents (and different temperatures) are sometimes used to
model reaction or bonding conditions® or to replace internal coordination by coordination
of the solvent®!. A frequently used silylating reagent, hexamethyldisilazane, HMDSN, was
measured in a few solvents and at two temperatures. In contrast to its I'q and 13C shifts,
the 29Si shift depends on both the solvent and temperature, although the overall range is
small (8 = 1.9 —2.5)%2,

The effects of various halomethanes and halosilanes as solvents on the 'J(?Si—19F)
coupling in SiF4 reported by Coyle and coworkers®3~% were analysed by Raynes66. They
found that seventeen of the observed couplings (ranging from 169.97 Hz in liquid SiF4 to
176.83 Hz in CCly) can be calculated (with a mean positive deviation of calculated from
observed coupling of only 0.12 Hz) using an additive scheme in which each C—X or
Si—X bond in the solvent is described by an additive parameter that bears a relationship
to the polarizabilities of the atoms. The same coupling is also concentration-dependent®3,
e.g. in TMS it changes from 174.68 Hz to 173.78 Hz when going from 15 to 50% solution.

Going from C¢Dg to THF solution increases spin—lattice relaxation time 7'y by 25-30%
in the cis-isomer but leaves almost unchanged relaxation in the trans-isomer of 2.4,6-
trimethyl—2,4,6—triphenylcyclotrisiloxane67.

The spin-—lattice relaxation time, 71, of 295 is shortened in viscous solvents much
more than the spin—spin relaxation time, 7. Hence, measurement of the spectra can be
hastened in viscous solvents (glycerol, toluene/polystyrene mixtures) without significant
broadening of the 2°Si lines®. This approach to increase 2°Si NMR performance could
not be accepted in organosilicon chemistry for a number of obvious chemical reasons.

As has been shown, several solvents produce specific effects on chemical shifts, and care
should be taken when assigning lines or structures on the basis of comparison of chemical
shifts obtained in different solvents or when using literature data with no experimental
details given.

V. SENSITIVITY ENHANCEMENTS

In general, pulsed Fourier transform NMR spectroscopy techniques (FT NMR) have
brought a large improvement in time performance, i.e. a reduction in the time required to
obtain spectra, compared to the older CW measurements (for details of CW techniques
see elsewhere!>99). In the case of 2°Si nuclei, FT NMR measurements are hampered as
mentioned above (Section II) by slow relaxation and a negative NOE that further reduce
the sensitivity below that already present from the natural abundance and low y value.
Although both adverse effects can be eliminated by means of addition of a relaxation
reagent (Section X.E), other means are often preferable. Conventional FT NMR measure-
ments of proton-decoupled 2°Si NMR spectra employ so-called inverse gated decoupling
(IGD) to minimize NOE. IGD uses proton (or any other y-positive nucleus) decoupling
only during FID data acquisition and leaves a long relaxation delay without decoupling
(this gating of the decoupler is just the opposite or inverse of that used for measure-
ment of coupled spectra with NOE enhancement, e.g. in 13C NMR spectroscopy). The
method is based on the different time dependence of decoupling and NOE buildup’®7!;
its application is a trivial matter.

Other available enhancement schemes are based on scalar J spin—spin couplings of
silicon-29 with nuclei of higher y and higher abundance, most commonly with protons.
The J-coupling based schemes achieve a potentially greater enhancement, and the mea-
surements proceed faster since the repetition rate is governed by the proton relaxation
rate, which is usually faster than that of silicon. The mechanism for the larger enhance-
ment is polarization transfer. Nuclei with higher y have a larger difference between NMR
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energy level populations, i.e. a larger polarization. The polarization transfer experiment
transfers the large population difference to the low y (NMR insensitive) nuclei, so that
the difference of their (non-equilibrium) populations is increased.

The experiments to be described can be classified either as population transfer (PT) or
as cross-polarization (CP) experiments. The former is also termed ‘spin-order transfer by
radio frequency (rf) pulses’ as it employs either selective rf pulses (SPT experiments) or a
series of properly timed pulses (INEPT, DEPT) to transfer the population in a non-selective
manner. The latter is based on subjecting protons and silicon nuclei to their resonant rf
fields simultaneously for time t (cross-polarization time). If the two fields satisfy the
so-called Hartmann—Hahn condition, protons periodically exchange their magnetization
with the silicon nuclei. These experiments are therefore sometimes also referred to as
‘spin-lock PT30.72 or ‘spin-order transfer under an average Hamiltonian’ 73 when multiple-
pulse sequences are invoked to satisfy the Hartmann—Hahn condition for wider chemical
shift ranges. Although the picture might change, CP experiments have thus far found
limited use in 2?Si NMR of liquids (of course, Hartmann—Hahn cross-polarization’*
utilizing dipolar couplings is used extensively in solid-state 2?Si NMR73). We shall discuss
several experiments of this type (JCP, RJCP, ACP, ADRF) in Section V.C, while other
PT experiments will be treated in Sections V.A and V.B in more detail as they have been
used extensively in 2Si NMR of organosilicon liquids.

All these experiments require, however, some a priori knowledge or estimate of the
coupling constant to be employed in the enhancement. They yield proton coupled or
decoupled 298i NMR spectra and can often be modified for line assignment purposes.

An SPT experiment requires identification of at least one 298j satellite in the 'H NMR
spectrum; non-selective experiments (INEPT, DEPT) and JCP require for optimum per-
formance an estimate of the coupling constant, and the correct estimate of the number
of coupled protons improves the performance of INEPT and DEPT experiments. While
an SPT experiment achieves enhancement through one selective irradiation, the other
methods use series of pulses. The group of experiments that are referred to here as ‘non-
selective’ use a series of properly timed pulses, and JCP, which is also non-selective,
differs from them in that it uses a train of pulses known as a spin-lock.

All of these methods increase the 2%Si signal intensity in one transient. Additional
improvement in time performance is obtained by the increased pulse repetition rate, as it is
now governed by the faster proton relaxation. Proton relaxation can be further accelerated
by the SNARE (Sensitive-Nucleus Accelerated Relaxation for Enhancement) method’®,
though its usefulness for 2981 NMR remains to be seen.

A. Selective Polarization Transfer (SPT)

The physics behind SPI (Selective Polarization Inversion)’” or SPT (Selective Polari-
zation Transfer)’®7° experiments is described and explained in every current NMR
textbook, since it provides a nice introduction to understanding some of the more common
current experiments (e.g. INEPT or 2D homo- and heteronuclear correlation experiments).
The two names, SPI and SPT, are used indiscriminately for the same experiment, although
in general SPI might be considered a special case of an SPT experiment with maximum
polarization transfer achieved by inversion’s.

The experiment is very simple—one line of a multiplet is selectively inverted (by a
selective 180° pulse of duration 7) immediately before the usual non-selective read pulse
is applied and the FID sampled. The Fourier transform then yields the whole spectrum
with altered line intensities. Populations of the energy levels connected by the selectively
irradiated line are changed (inverted) by the selective pulse, and this leads to changes in
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intensities of other lines that share one of the inverted levels (connected transitions). The
sign of line intensity change depends on whether the inverted and observed transitions
are connected progressively or regressively. Analysis of these intensity changes provides
information on the spin—spin couplings in the system studied.

Although the experiment can be run as a homonuclear experiment, we are interested in
its heteronuclear form in the context of 2°Si NMR. The selective inversion is applied to a
line of a nucleus with high y ('H) and the intensity changes are observed in the spectrum
of a spin—spin coupled low y nucleus (*Si) measured without proton decoupling. In such
an arrangement a considerable gain in sensitivity is achieved; for a pair of coupled nuclei
TH—29Si it can reach |yu/ysil = 5. The 1:1 doublet seen in an ordinary 2°Si NMR
spectrum of an SiH system (without proton decoupling) appears in the SPT spectrum as
a —4 : 6 doublet, i.e. both 29Si lines enhanced but one inverted. When the experiment
is performed on an SiH, system with n equivalent protons spin—spin coupled to a 2?Si
nucleus, the enhancement is higher as a population inversion occurs between energy levels
separated by several units of the magnetic quantum number of connected degenerate
transitions of equivalent protons. Ideally, the resulting intensities in (n + 1)-multiplets in
a 2%Si SPT spectrum are given by the values in the SPT triangle8® as compared with
ordinary intensities (i.e. those observed when the system is at thermal equilibrium) that
are given in the Pascal triangle:

SPT n Pascal
1 0 1
—4 6 1 1 1
-9 2 11 2 1 2 1
—14 -12 18 16 3 1 3 3 1
-19 -36 6 44 21 4 1 4 6 4 1
-24 =70 —40 60 80 26 5 1 5 10 10 5 1
-29 —114 —135 20 105 126 31 6 1 6 15 20 15 6 1

The asymmetry between positive and negative intensities in the SPT experiment comes
from equilibrium populations of 2Si levels before the start of the experiment; the sym-
metry can be restored, e.g. an SPT spectrum with a —5 : 5 doublet can be obtained if
these populations are made equal by a series of 90° pulses applied on 2°Si just prior
to the selective 'H pulse®!. Intensities in such symmetrical multiplets are given by the
difference between the corresponding numbers in SPT and Pascal triangles. (They can
also be measured that way by a combination of SPT and difference spectroscopy5283,
a combination which can be useful for detecting hidden lines and determination of rela-
tive signs of coupling constants.) The SPT spectra have a considerably more complicated
appearance when different non-equivalent protons are coupled to the same silicon nucleus,
but the analysis of such spectra can provide additional information on the spin system.

When setting up an SPT experiment, one must measure 2°Si satellites in the 'H NMR
spectrum first, choose the satellite for the selective inversion and create a selective pulse
that affects only the chosen satellite. Its duration, however, must be short compared with
the shortest spin—lattice relaxation time in the system (otherwise, secondary population
changes during the pulse might distort the picture). The usually shorter spin—lattice relax-
ation time of protons, 71y, compared to silicon, T'ig;, allows fast pulse repetition, thus
providing further sensitivity gain proportional to (T1si/T11)'/? or a corresponding time
saving8+83,
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Applications of SPT experiments (recently more or less monopolized by French research
groups) are usually aimed not only at 2°Si signal enhancement but also at their assignment
(through correlation with an assigned 'H NMR spectrum) and at determination of the
number of coupling constants and their relative signs30—89.

The relative signs of coupling constants can be determined by SPT experiments
as demonstrated in Figure 9 on the 37H=-'H) and 'J(®Si—'H) couplings in
[(CH3),HSi],080. In this case each line of the satellite doublet of CH3 protons (separated
by |2J(¥Si—'H)| = 7.12 Hz) is further split into a doublet by |3J('H—'H)| = 2.8 Hz
in the proton spectrum. Inversion of the 'H line with the lowest frequency gives
rise to the SPT spectrum shown (a septet of doublets at low frequency within the
large |'J(¥Si—1H)| = 205.4 Hz doublet in the 2°Si spectrum). The same effect is seen
in the high frequency part of the 'J(>*Si—!H) doublet when the selective pulse is
applied at 2.8 Hz BJ(H-"H)] higher frequency. Therefore 3SKH-"H).'K (®Si—'H) >
0 (where the reduced coupling is defined as K;; = A7), j/hyiv;), and the two reduced
couplings have the same sign. Considering the negative ys;j, the coupling constants have
opposite signs.

The coupling constant values and sometimes also their relative signs can be obtained by
a detailed analysis of the SPT spectra using simulation programsgo’gl. The procedure as
well as the basis of the SPT experiment is described by Grignon—Dubois and Laguerre90
very lucidly, especially for a non-specialist; the self-explanatory Figure 10 is reproduced
from that source.

//I._JUU

50 Hz
EEm——

FIGURE 9. 2Si SPT NMR spectrum of [(CH3),HSi],O: determination of relative signs of coupling
constants (acquisition time 4 s). Reprinted with permission from Reference 80. Copyright 1975
American Chemical Society
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FIGURE 10. ?°Si SPT NMR spectra (measured and simulated) of cyclopropane derivatives. Repro-
duced with permission of M. Grignon-Dubois from Reference 90

When the SPT spectra become too complicated, they can be simplified by selective
proton decoupling during the acquisition®>%3; of course, the splittings in these spectra
are the so-called residual splittings®*, Jr. In order to get the true values of the coupling
constants, the residual splittings must be corrected for the effect of the decoupling field®>

as in any other off-resonance decoupling experiment.
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Two types of doubly selective polarization transfer (DSPT) experiments were suggested.
Harris and coworkers®® proposed an experiment in which selective inversion of a 2%Si
satellite is followed by inversion of a 2Si line. The experiment could save some time
in measurements of spin-—Ilattice relaxation time but it has been overcome by INEPT
variants. The second experiment selectively inverts X and Y satellites of rare nuclei in 'H
NMR spectrum and then the NMR signal from one of the two nuclei is recorded®’. The
spectrum contains the satellites of the other rare nucleus with enhanced intensity, thus
allowing measurements of coupling constants between rare nuclei.

One could imagine a number of improvements or modifications of the SPT experiment,
but since Morris and Freeman introduced the INEPT experiment in 1979, authors have
directed their efforts into modifying and improving the INEPT experiment since it had
certain advantages over SPT. (Later, some of these developments were also incorporated
into the SPT experiments; refocusing and decoupling during the acquisition yielded selec-
tively enhanced lines of a single nucleus3!.) The advantages of the INEPT experiment (no
need to measure the 'H spectrum and create the selective pulse) that were very important
in the past, lost some of their importance with the construction of multinuclear probes
and waveform generators being available. However, the lack of generality remains; to
achieve polarization transfer for all non-equivalent nuclei in the sample, the SPT experi-
ment must be performed repeatedly for each and every one of them. The INEPT does it
simultaneously for all 22Si resonances in a single one-step experiment, which is why the
INEPT experiment has been so popular since 1980.

B. Non-selective Polarization Transfers (INEPT, DEPT, PENDANT,
PASSADENA and Their Variants)

Non-selective methods of polarization transfer enhance the signal of silicon as do SPT
experiments, but in contrast do not require the exact position of the 298 satellite—an
approximate estimate of the coupling constant(s) is enough to get all silicon nuclei with
similar couplings enhanced in one experiment. Hence it is no surprise that since its
invention by Morris and Freeman®® in 1979, INEPT has quickly become not only one of
the indispensable methods of the NMR arsenal on its own (with several modifications),
but it has also been used as a building block in a number of other useful pulse sequences.
INEPT (Insensitive Nuclei Enhanced by Polarization Transfer) was soon followed by
the discovery of DEPT (Distortionless Enhancement by Polarization Transfer)®® which
produces coupled spectra with ordinary splitting patterns. The tremendous potential of
these methods for 2%Si (and '>N) NMR was obvious to the authors of both schemes!'®,
as well as the possibility of also employing long-range Si—H couplings for the polarization
transfer'!. This was demonstrated convincingly by Helmer and West!92 who obtained
significant enhancements, close to theoretical values, even when the couplings were as
small as 3.7 Hz [3J (zgsi—IH) in (MeQ)4Si]. The possibility of using INEPT as a routine
method for measurement of 2°Si NMR spectra of trimethylsilyl derivatives [in which
2J(*Si—'H) varies only slightly around 6.7 Hz] was stressed by Schraml!?3. Figure 11
illustrates the tremendous gain in sensitivity in a routine INEPT application to a compound
with an unknown exact value of the coupling constant. It was shown analytically that
INEPT spectra of these derivatives that were set up for J (2°Si—!H) = 6.7 Hz have better
signal-to-noise ratio than IGD spectra unless the true J is either smaller than 2 Hz or
larger than 12 Hz, which is far beyond the range of found values'03.

A refocused INEPT experiment'%104  also referred to as INEPTR!9, which
allows proton broad-band decoupling during acquisition, is performed as the following
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FIGURE 11. Routine INEPT (bottom) and ‘normal’ 2°Si NMR spectra of 0.1 M solution of 2,3,4-
tri(O-methylsilyl)- 1,6-anhydro- 8-D-glucopyranose (2) with 1% of HMDSS measured at 39 MHz; the
two spectra were acquired in the same measuring time. Reproduced with permission of Collection
of Czechoslovak Chemical Communications from Reference 103

pulse sequence:

'H i 903 — 1 — 1803 — v — 905 — A/2 — 1805 — A/2 — (decouple)

25i 180 903 1805

X acquire
and DEPT?%-106
'H : 90}, — 21 — 1805 — 27 — 6; — 2t — (decouple)
298i - 90° 180°

- X acquire

These sequences produce enhanced proton decoupled 2°Si NMR spectra. Coupled spectra
can be measured by the same sequences as described below. For the simple case of one
silicon coupled to n equivalent protons, the optimum settings of delays t and A and pulse

9° is99:106,107.
t=1/4J)
A= arcsin(n)fl/z/(rrj)
6° = 180° - arcsin(n)~"/? /7
With optimum settings the achievable enhancement for decoupled experiments is
Eg.op = (yn/ysin'>(1 = 1/m)" =D/

for both INEPT!0L.106,107 45,4 DEPTL08, Obviously, the enhancement which increases
with n is larger than that provided by NOE (yq/2ysi), even for n = 1,2 [Eqop =
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(yu/vsi)l. For example, it reaches 9.4 for the nine protons of a trimethylsilyl group or 15.9
for the 27 protons coupled to the central silicon of the hypersilyl group, Si(SiMe3)3. Note
also that the refocusing delay, A, gets shorter with larger n, thus reducing the adverse
effect of relaxation. Similarly, as in SPT experiments, additional gain of the order of
(T1si /T1H)]/ 2 is achieved by the faster pulse repetition rate allowed by the (usually)
shorter spin—lattice relaxation time 7'; of proton (71y) than silicon (T'1s;).

These simple formulas get considerably involved when all of the n protons coupled
to silicon are not equivalent, have different couplings with silicon, J(SiH?), and exhibit
homonuclear 'H—'H couplings, J(H”H?). Formulas describing the enhancement were
derived numerically by Schenker and von Philipsborn'%® and analytically by Blechta and
Schraml'®. Repeated analysis confirmed the formulas'!?. The derived formulas for the
decoupled variants are:

EINEPT.dec = m Z sin[7rtJ (SiH?)] sin[w AJ (SiH?)]
VSi
p

x [ [ coslres (HPHY)] cos[mAJ (SiHY)]
q

and

EDEPT.dec = % > sin’ [t/ (SiHP)] sin 6 [ [ coslre/ (HPHY)]{cos? [t/ (SiHY)]
'op q

+ cos @sin®[nt (SiHP)]}

Obviously, optimization of the sequences is more difficult, but both sequences provide
good enhancement even for non-optimum settings. Although homonuclear 'H—'H cou-
plings can be obtained from 'H NMR spectra, the values of different 2?Si—'H couplings
can usually be only estimated. It should be noted, however, that in these cases it is the
INEPT experiment that is less prone to perturbation by additional homo- and heteronu-
clear couplings!®®. (These formulas also explain why the suggested performance test for
spectrometers based on INEPT and DEPT spectra of hexamethyldisiloxane!!! could not
be accepted.) Optimization for siloxanes was discussed at great detail 10-112,

Proton coupled 2°Si NMR spectra are obtained simply by eliminating decoupling dur-
ing the acquisition period in the above given pulse sequences. The apparent inequality
in the enhancement of the two parts of the INEPT multiplets is, as in SPT spec-
tra, due to the initial equilibrium population of silicon states; it can be eliminated
by a 90° pulse on 2°Si prior to the start of the sequence'®*. Phase and multiplet
anomalies that may be present in coupled refocused INEPT spectra are easily elimi-
nated by introducing a 90° purging proton pulse immediately before data acquisition
(INEPTH)!13_ Similar elimination of artifacts from coupled DEPT spectra requires con-
siderable extension of the sequence (DEPT++)!3. When spin—spin relaxation is fast,
coupled INEPT spectra can be obtained by also eliminating the entire refocusing period
(A/2 — 180 — A/2) from the above INEPT sequence. This reduced sequence is the basic
INEPT sequencegg, which produces spectra with multiplets due to the coupling employed
in the polarization transfer in antiphase (while other splittings remain in phase), as in SPT
spectra.
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The undesirable off-resonance effects become important in high field spectrometers.
Schenker and von Philipsborn!'* analysed them and found that they can be partly dimini-
shed by phase cycling and composite pulses, but a better solution would be increased rf
intensities to shorten the pulses in both observing and decoupling channels.

To compensate for a broad range of coupling constants encountered within one sample,
Wimperis and Bodenhausen!!> developed Broadband-INEPT which includes six more
pulses and four more delays, but the need for broadband-INEPT has apparently not yet
been sufficiently felt in 2°Si NMR just as better refocusing of INEPT CR!® went unno-
ticed in the organosilicon community.

The use of the basic INEPT and DEPT sequences in the field of 2°Si NMR of
organosilicon compounds (especially polysilanes and siloxanes) was tested by Blinka
and colleagues'!”, although they also listed some modifications available at that time.
Their findings can be summarized as follows: (i) for small couplings (J < 10 Hz) or
fast spin—spin relaxation (short 7, due, e.g., to the presence of quadrupolar nuclei such
as PN or 35Cl), the INEPT sequence, the shorter of the two, is superior to DEPT
(despite the larger number of pulses), and (ii) coupled DEPT spectra that have a ‘normal’
splitting pattern tend to be better resolved than the corresponding INEPT spectra. Another
observation (iii) that DEPT is less sensitive to variation in J values (because ° is
independent of J), is obviously (see formulas for enhancements) an oversimplification.

In view of the subsequent developments'!8, the recommendations for a potential user
would be: for decoupled spectra when only enhancement is required—use INEPT (it
is shortest); for spectral editing—use DEPT (less cross talk); for coupled spectra use
INEPT or, if antiphase multiples can be tolerated, use INEPT. To enhance the uniformity
of excitation over larger J ranges, experiments measured with different ¢ values can be
added.

Non-refocused INEPT spectra can be used to determine both 2°Si—'H and 'H—'H
couplings (but not their signs) in a manner similar to that described earlier for SPT
spectra. The INEPT spectra are measured with several t values chosen almost arbitrarily
and then a simulation program119 is used to determine the exact values of the coupling
constants!20- 121

In 3C NMR spectroscopy the dependence of INEPT and DEPT on n (number of
equivalent protons) is utilized for spectral editing— separating the spectra of carbons
with different numbers of equivalent protons directly attached (n = 1, 2, 3; multiplicity
editing)'?2. This simple method has only limited use in 2°Si NMR and thus is seldom
used for obvious chemical reasons (for an example of its use see Reference 123). The
structure of organosilicon compounds requires a more complex approach as n is usually
larger (than 3) and involves non-equivalent protons. Two techniques worth mentioning in
this context are DEPT editing of the spectra of alkoxyalkylsilanes!>* and identification of
298i signals of trimethylsilyl groups in silylated sugars according to the 'H—"H couplings
in the sugar backbone!?. On the basis of the above formula for EDEPT, dec, the former
method selects suitable combinations of € and t that lead to different enhancements in the
different groups present and thus allows their differentiation as illustrated in Figure 12.
Using the analogous formula for INEPT enhancement, EINEPT, dec, involving homonuclear
couplings, the latter method chooses a range of A values (‘geometrical imprint domain’)
such that a few INEPT experiments with A from the domain will allow one to assign the
298 signals according to the spatial environment around these silicon atoms. The method
does not require assigned 'H NMR spectra but an estimate of 2°Si—H couplings as well as
the usual values of geminal and vicinal "H—1H couplings (axial—axial, axial—equatorial
etc.). The method is illustrated in Figure 13 on an example of methyl 2,3,4,6-tetra(O-
trimethylsilyl)- 8-D-galactopyranoside (8).
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FIGURE 12. Si NMR spectra of 2.24 M dimethyldimethoxysilane (Dg) hydrolysis leading to
dimethylmethoxysilanol (D?) and dimethylsilanediol (Dg). DEPT pulse sequence with the follow-
ing parameters: (A) T =70 ms, §# =20°; (B) t =70 ms, # = 160°; (C) 7 = 140 ms, 6 = 150°. The
three species are identified unambiguously by these spectra. Reprinted from Reference 124, Copyright
1997, with permission from Elsevier Science

Recently a new pulse sequence PENDANT (Polarization Enhancement Nurtured During
Attached Nucleus Testing) was suggested 20— 128;

'H : 907 —7—180; — 7 —90° , — A/2 — 1805 — A/2 — (decouple)

28i . 902 1802 90, 1803 acquire
where the delay A = 5/(4J) and t has the same value as in INEPT. This sequence yields
decoupled spectra that show alternating phases of quaternary, CH, CH, and CH3 carbon
resonances (and similarly for silicon analogues), but it also enables the simultaneous
detection of all these resonances with enhancements comparable to those of INEPT.
The sequence must be modified in order to obtain also undistorted coupled spectral?’.
Application of the basic sequence to the measurement of decoupled 2°Si spectrum of
tetramethylsilane has demonstrated the importance of the lengths of the final delay for
achieved signal intensity127.

Tremendous gains in sensitivity can be obtained in hydrogenation studies when parahy-
drogen labeling can be employed. The PASADENA (Parahydrogen And Synthesis Allow
Dramatically Enhanced Nuclear Alignment) effect originates from the breakdown of
parahydrogen symmetry when the two protons are found in non-equivalent positions after
hydrogenation. (For the theory behind the experiments, see References 129 and 130.) Two
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FIGURE 13. Edited refocused and decoupled INEPT spectra of methyl 2,3,4,6-tetra(O-tri-
methylsilyl)-8-D-galactopyranoside (8): (a) T = 35.7 ms, A = 20 ms, optimal enhancement; (b) T =
35.7 ms, A = 289.6 ms, edited according to even/odd number of active couplings; (¢) T = 35.7 ms,
A = 320.0 ms, edited according to even/odd number of active couplings; (d) v =35.7 ms, A =
160.0 ms, edited according to homo- and heteronuclear couplings — geometrical imprint domain;
(e) T = 60 ms, A = 145.0 ms, edited according to homo- and heteronulcear couplings — geometrical
imprint domain. Reproduced by permission of John Wiley & Sons, Ltd from Reference 125

Me3SiO OSIMC';

Me3Si H
@®

types of experiments must be distinguished. When hydrogenation is carried out outside the
spectrometer and the sample is subsequently transported for detection into the spectrom-
eter, the experiment is referred to as an ALTADENA (Adiabatic Longitudinal Transport
After Dissociation Engenders Net Alignment) experiment, while when hydrogenation and
NMR detection are carried out inside the NMR spectrometer the experiment is also termed
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PASADENA. The use of parahydrogen calls for modifications of INEPT. Three modi-
fications have been proposed: (1) PH-INEPT (Para Hydrogen INEPT) replaces the first
90° proton pulse of the basic (coupled and not refocused INEPT) by a 45° pulse; it yields
signals stemming solely from the parahydrogen product; (2) PH-INEPT™ adds a refocus-
ing period to PH-INEPT, and (3) PH-INEPT(+7/4) is just the basic (coupled and not
refocused INEPT) in which a 45° pulse is inserted between the last proton pulse and the
beginning of data acquisition. The PH-INEPT depends critically on homonuclear 'H—!'H
couplings; in their absence the sequence cannot be used and PH-INEPT(+7m/4) should
be used. (For more details see Reference 131 and references cited therein.) The applica-
tion to hydrogenation of trimethylsilylethyne (9), which yields trimethylvinylsilane (10)
(in which H* denotes hydrogen atoms coming from para-hydrogen P-Hj), is shown in
Figure 14.

H* H*
. . p-Hy
MesSi——=—H —
Cat.

) (10)

A number of authors have utilized the non-selectivity of INEPT and DEPT in combi-
nation with selective decoupling for assignment purposes; usually, the imagination of the
authors is limited only by the available hardware. The simplest is decoupling of the protons
used as a vehicle in polarization transfer; this INEPT variant (dubbed as SPINEPTR) of the

method used earlier by the Harris group132 without polarization enhancement requires only

different power levels in the decoupler channel during pulses and acquisition133. It does
not require either shaped decoupling pulses or changes in frequency offsets and produces
298i NMR spectra that show residual splittings due to couplings with protons not decou-
pled (Figure 15). (A more reliable sequence for the same experiment was published'3*
under the name of BINEPTR?!; it uses slightly modified refocusing and phase cycling.)
The hardware of current spectrometers (namely a waveform generator in a decoupler
channel and the possibility to program decoupling during acquisition) allows one to com-
bine INEPT with any selective (narrow, band selective or broad band) decoupling method;

the aspects to consider were discussed recently by Kup&e and Wrackmeyer'33. As in any
experiment where decoupling is performed during acquisition, one should be aware that
the splittings seen in the spectra are residual splittings and the proton chemical shifts are
altered by Bloch—Siegert shifts. However, as Figure 16 illustrates, use of this combination

for 2Si line assignment is straightforward and the shortest basic INEPT pulse sequence
(without refocusing) can be used for such a purpose!30—138,

Of course, these polarization schemes are not limited to 'H — 2?Si polarization transfer.
If needed, another abundant nucleus with gyromagnetic ratios larger than silicon can be
used (e.g. 3P or 1°F, providing the required hardware is available)!3. Similarly, such
nuclei can be decoupled in order to simplify the spectra measured with polarization transfer
from protons and vice versa, e.g. 2Si—'H {3!P} INEPT or (¥Si) INEPT{'H, 3!P} (i.e.
INEPT that used 'H polarization transfer and 3lp decoupling) was used to prove the
structure of a ruthenium bis(silane) complex140 or for determination of J (29$i—195Pt)
couplingsl‘”. There is no consent how should such experiments be denoted. While (3'p}-
INEPT stands for INEPT which utilized polarization transfer from 3lp nuclei139, this
notation become unclear when decoupling of (3'") another nucleus is involved as described
here. Obviously, these experiments fall into the triple resonance category (Section VL.B).
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FIGURE 14. 2°Si spectra (at 39 MHz) of 9 (§ = —17.5) and 10 (§ = —6.5): (a) 9 and 10 at thermal
equilibrium; (b) 298i PH-INEPT spectrum (8 scans; 2t = 0.032 s) of 10 after a total of 1 min
hydrogenation (0.6 mg of the product) under PASADENA conditions (note the complete absence of
any signal belonging to 9); (c) 2°Si INEPT(+7/4) spectrum (8 scans, 27 = 0.036 s) of 10 after a
total of 1 min hydrogenation under PASADENA conditions (the signal of 9 is slightly visible); (d)
28i INEPT spectrum (16 scans, 27 = 0.070 s) after 8 min hydrogenation time (5 mg of 10 formed)
and after the system has returned to thermal equilibrium; (e) 2°Si spectrum after the ALTADENA
experiment using a m/2 Si pulse, single scan, spinning sample. Reprinted with permission from
Reference 131. Copyright 1996 American Chemical Society
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FIGURE 15. ‘Normal’ INEPT (bottom) and SPINEPTR (top) 2951 NMR spectra and the resulting
assignment for the compound shown in the inset. Reprinted from Reference 21, Copyright 1990,
with permission from Elsevier Science

For selectively deuterated compounds, an interesting opportunity is offered by polarization
transfer from 2H as demonstrated for '3C INEPT and DEPT!“?; among the advantages
of the method is that all probes have the needed deuterium lock coil. Of course, the
last-mentioned experiment can enhance the silicon signal only due to rapid deuterium
relaxation but can be useful for line assignment through selective deuteration.

Simplified INEPT (with the first 180° pulses in both channels omitted) or INEPT com-
bined with a ‘jump and return’ pulse can be also used for determination of signs of spin—spin
couplings between rare nuclei as described in detail by Kupce and Wrackmeyerl43.

It is impossible to cover here all experiments that contain an INEPT or DEPT build-
ing module in the sequence. We shall cover those experiments that employ INEPT or
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FIGURE 16. 2Si INEPT spectra (not refocused) of bis(trimethylsilyl)adenine 11 measured with-
out decoupling (bottom) and with selective decoupling of NH proton (top) during acquisition.
The selective decoupling identifies the silicon with chemical shift § = 6.88 as Si—NH while
that at § = 14.77 is Si—N< silicon. Reproduced by permission of John Wiley & Sons, Ltd
from Reference 138
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DEPT to enhance the signal of some other experiment in the sections devoted to those
experiments (e.g. heteronuclear correlations, INADEQUATE, DQF COSY, J-resolved
spectra). Similarly, an INEPT experiment can be made selective in a number of ways;
some are discussed in Section VI.C.1 on selective experiments.

Since the general polarization transfer schemes discussed have become common for
signal enhancement, a comment on their use for quantitative estimates is appropriate here
(for more details see Section X.C). The topic has been seriously discussed only in connec-
tion with INEPT and PENDANT experiments. Undoubtedly, both increase reproducibility
of signal integration as they improve signal-to-noise ratio and baseline (as compared to
IGD experiments). The reproducible integrals can, however, be subject to considerable
systematic errors. In comparison with carefully prepared quantitative IGD experiments,
INEPT and PENDANT introduce two additional sources of systematic errors inherent to
polarization transfer. With the given timing of the pulse sequence, the observed signal
intensities depend on the actual couplings of each silicon which differs for different sili-
con atoms (see the formula for EINEPT,dec). The second source of systematic errors is the
relaxation during the pulse sequence, which also affects various 2°Si signals to a different
extent. The importance of the second factor decreases with the increasing coupling used
for polarization transfer and can be estimated from the linewidth of the 'H NMR line of
the employed proton (a broader 'H NMR line means faster T relaxation of the proton
and a larger loss of the 2%Si signal). For compounds with known structure, the accuracy
can be increased up to that of conventional measurements by a calibration with a suitably
chosen mixture of compounds; neither of the sequences should be used indiscriminately
without due attention to the specifics of compounds under study!27-144,

C. J Cross-polarization (JCP)

Cross-polarization is a well-known method for enhancement of low-y nuclei signals in
solids (CP MAS experiments)!4>. The theory and first cross-polarization experiment in
liquid were presented by Hartmann and Hahn in the same paper that laid the foundation
of the famous CP experiments in solids in 196274, It took almost two decades until CP
experiments in liquids were investigated in more detail by Ernst and coworkers!*® and
Bertrand and coworkers!'47.

In comparison with solids, a CP application to liquids involves an important change in
mechanism. Instead of dipolar coupling (which is averaged to zero in liquids), it is J or
spin—spin scalar coupling that is responsible for the exchange of polarization in liquids;
hence, we have the abbreviation JCP for this J cross-polarization experiment. In liquids,
only those silicon lines that belong to a silicon with some non-zero J coupling to a proton
(or another abundant high y nuclei) can be enhanced by JCP. The other main features,
however, remain: polarization transfer is coherent (in contrast to NOE enhancement);
pulse repetition rates are governed by proton longitudinal relaxation times 7'; rather than
those of silicon (the relaxation rates of protons can be further shortened by a relaxation
reagent); signal enhancement is given by the ratio yy/ys; and the protons and silicon
nuclei exchange polarizations periodically during the experiment as described below.

The pulse sequence for JCP experiments appears simple: a 90° proton pulse is followed
immediately by a spin lock radio-frequency (rf) field of strength Bll'l that is phase shifted
by 90° relative to the first pulse. By a spin-lock field is meant a strong 1f field B; that is
on resonance with the given nucleus; it keeps magnetization in a ‘spin-locked’ orientation
parallel to the By direction where the decay of magnetization is governed by T1,. At
present the strong continuous B; field is replaced by multipulse sequences that are well
known from other spin-lock experiments such as TOCSY, ROESY etc. Simultaneously,
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rf field B?i is applied near the resonance of the 2%Si line. When the two fields satisfy the

Hartmann—Hahn (HaHa) condition ()/HBIfI = )/SiBfi)74 for cross-polarization time t, the
intensity of proton decoupled silicon magnetization varies as

Msi = Myo Y _ Ay sin’ (1] [k)
while the proton magnetization varies according to the complementary dependence
My =My »_ A cos® (t] /k)

The sum of Ms; and My remain constant. In the above expressions Myg is the initial
magnetization of the protons, the values of k and A and the exact number of summation
terms depend on the number of J coupled protons (for SiH systems k = 2, Ay = 1 and
only one term remains; for SiH, systems k = 21/2, A =1 and only one term remains;
but for SiHj3 three terms with k = 2, 2/31/2 and 1 and with Ay = 1/2, 1/2 and 1/4, respec-
tively, remain in the sum)147-148, Obviously, selection of optimum cross-polarization time
for an optimum enhancement is not a simple task. It was suggested147 that a series of
preliminary experiments for selected 7 values be performed first, after the rf fields had
been calibrated to match the HaHa condition, and from the periodicity of the observed
signal the optimum time 7 be determined. The first >°Si JCP experiments'4® measured the
entire T dependence of the signal and then used a fitting procedure to derive the values of
coupling constants, J ®si—!H), from the dependence. An alternative procedure is to use
the Fourier transform of the cross-polarization intensity as a function of 7147. A faster
method giving even more reliable estimates of unknown J values is provided by another
modification of the JCP sequence, PCJCP (Phase Corrected JCP)!0, In this sequence the
spin-lock irradiation of one of the nuclei is prolonged for the duration of the correspond-
ing 90° pulse 799 (yHBll'lrgg = m/2) and the FID registered without proton decoupling.
The value of J(*°Si—!H) coupling is obtained after Fourier transform directly from the
coupled spectrum and the experiment can be optimized!C.

In addition to the difficulty of finding the optimal , the JCP experiment also suffers
from extreme sensitivity to the HaHa match. Moreover, the original experiment required
both rf fields (Si and H) to be highly homogenous, preferably created by the same trans-
mitter coil, to keep the same ratio of the two fields within the whole active volume of
the samplel47. To reduce the sensitivity of the enhancement to the HaHa condition and
cross-relaxation time, a modified, refocused JCP experiment (RJCP) was suggestedlSl. In
this experiment the spin-lock field on the silicon resonance is interrupted at T = %J for a

duration corresponding to a conventional 90° pulse, and later (t = %J ) the spin-lock field
on protons is similarly interrupted; both fields then remain on until Tt = 2/J.

The problem of matching the rf fields is eliminated in modifications that utilize an
adiabatic increase or decrease of the spin locking field. (Adiabatic means a sufficiently
slow change of effective magnetic field direction so that the magnetization can follow it.)
Adiabatic J Cross-Polarization (AJCP)!32 uses an adiabatically decreasing spin-locking
field for protons and an increasing field for silicon; an ADRF experiment (Adiabatic
Demagnetization in the Rotating Frame), in which the spin lock field on protons decreases
while no spin lock is applied to silicon, can be immediately followed by an ARRF
(Adiabatic Remagnetization in the Rotating Frame) stage during which the spin-lock field
on silicon adiabatically increases from zero to its full value!>3. Since these experiments
have not found general use, the reader is referred to the source literature for more details
and comparison.
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Despite the above-mentioned modifications that reduce some of the severe requirements
of JCP, the technique as performed in the quoted papers suffers from limitations: the 'H
and 2Si pulses must be on resonance, and the HaHa condition must be established for
full enhancement and polarization time should be optimized. These conditions are not
trivial to obtain, and the difficulty in establishing them has prohibited routine applications
of the JCP method to 2°Si NMR spectroscopy.

All the JCP experiments described employ a strong rf continuous (CW) field for spin-
lock. Increasing the rf field strength would solve the limitations mentioned, but the
power required might not be tolerated by the probe. With the development of multi-
pulse sequences that enable spin-locking within large spectral offsets without the need for
excessively strong rf field (and hence excessive power dissipated in the NMR probe), the
situation has changed. The possibilities offered by several of these multipulse sequences
to heteronuclear experiments were analysed’>. The pulse sequences considered are well
known from heteronuclear decoupling and homonuclear spin-lock applications (WALTZ-
16134, WALTZ-17'%, DIPSI-21%¢, MLEV-16!7, MLEV-17!8). The theoretical analy-
sis, confirmed by experiments, has shown that when either the WALTZ-16 or DIPSI-
2 sequence is used for spin-lock of both nuclei, the JCP experiment is competitive with
INEPT or DEPT and might even outperform INEPT when small long-range couplings are
the only vehicle for polarization transfer with a competitive leak of polarization through
homonuclear couplings. The optimized polarization time is the same as in an optimized
INEPT experiment.

These results were confirmed by Wagner and Berger72 from measurements of JCP 22Si
NMR spectra of a few methylsiloxanes; unfortunately, none of the tested compounds
exhibited homonuclear "H—"H couplings. Detailed instructions on how to perform the
CP experiment (on TMS) using a WALTZ-16 sequence in both channels and rf fields
satisfying the HaHa condition are available®®. It is claimed that the JCP experiment in
this version requires more calibrations in advance (pulse strengths, power for spin-lock
and phase difference between the hard pulse and the attenuated spin-locking pulses), but
once set, the experimental parameters can be used for other samples. The duration of the
spin-lock, however, should be adjusted approximately to 1/J(Si—H) independent of the
number of coupled protons. Naturally, the spin-lock field must cover the whole chemical
shift range.

VL. LINE ASSIGNMENTS AND CONNECTIVITY

Unless it is a one-line spectrum of a model compound with a known structure, it is
necessary to assign the line(s) in a 2Si NMR spectrum to silicon atoms in the molecular
structure. The choice of methods is almost unlimited, and the topic is covered in NMR
textbooks and dedicated volumes?3:30-159:160,

An optimum assignment strategy depends on the chemical problem at hand; the first
problem is whether or not the structure of the compound (or compounds) is known. A
full line assignment requires the determination of the entire structure, and that is seldom
determined by 298i NMR measurements only. Often, a number of additional experiments
are required.

Four aspects are of primary concern: (i) the complexity of the sample and its 22Si NMR
spectrum, (ii) how detailed an assignment is needed, (iii) the time factor and (iv) the
amount of the sample available (and, perhaps, disposable).

Conventional methods for mixture analysis have been supplemented by DOSY (see
Section X.B), which could be useful when the components differ in molecular size. While



258 Jan Schraml

simple multiplicity determination (through measurement of edited spectra or coupled
spectra) might suffice in one case, another might demand a sophisticated triple resonance
experiment.

In this review we shall discuss only those methods that have been found useful in
organosilicon studies; ‘chemical’ approaches (isotopic substitution and use of a shift
reagent) are mentioned in Section X. We are concerned here with ‘spectroscopic’ exper-
iments that are loosely and arbitrarily divided into three categories: correlations, triple
resonance and selective experiments.

Under ‘Correlations’ and ‘Selective Experiments’ we shall discuss 2 and 1D NMR
measurements that use resonance of one additional nucleus (most often protons) besides
silicon-29; achievements accomplished by experiments involving resonance of three nuclei
will be covered under ‘Triple Resonance’ (Section VI.B).

A. Correlations

Most of the common heteronuclear correlations of 22Si signals serve to determine corre-
lations with 'H signals either through one-bond couplings or through long-range couplings.
(Correlations with other nuclei fall into triple resonance experiments, as they are usually
measured with proton decoupling, see Section VI.B). Heteronuclear correlations can be
measured by acquiring either 2°Si NMR signals (Section VI.A.1) or by so-called inverse
detection by recording 'H signals (Section VI.A.2), the latter being more sensitive but
with limited precision of chemical shift determinations. Homonuclear Si—Si correlations
can be measured by variants of the famous INADEQUATE experiment (Section VI.A.3)
or by a COSY experiment that can be improved by introduction of double quantum fil-
tration (DQF COSY, Section VI.A.4). The relative sensitivity of the two approaches is
difficult to compare. While DQF COSY does not require any a priori estimate of the
value of J(*°Si—2Si) coupling, performance of the INADEQUATE experiment depends
on the closeness of the estimate to the true value of the coupling. The better the estimate,
the lower the signal losses and the better the signal-to-noise ratio. For that reason, a short
survey of available values of these couplings is included (Section VI.A.5).

1. 29Sj detected heteronuclear correlations

Soon after the groundbreaking book of Bax!¢! became available, with its clear intro-
duction to the field and practical instructions, several laboratories started independently
to apply 2D heteronuclear correlation spectroscopy to the problem of line assignment in
298§ NMR spectra of trimethylsilylated saccharides and their mixtures'®2=165 Assign-
ment of these lines was at that time the recognized obstacle to a wider application of the
29Si NMR tagging technique suggested’ 1,132,166,167 for jdentification of various organic
functional groups (for a review see elsewhere?!). All of these measurements utilized
3J1(*°Si—0—C—"H) couplings (about 3 Hz) of silicon with the nearest skeletal proton(s).
Another early application included assignment of 'H and *°Si lines in a mixture of
four (MeClSi0),4 stereoisomers!6® that utilized 2J(¥*Si—C—1H) couplings of silicon with
methyl group protons. All of these experiments employed the simplest pulse sequence of
the time with the direct 2°Si detection (as dictated by available hardware)l61:

'H: 900 —11/2— —11/2 — Ay — 905 — Ay — decouple
298; - 180° 90°

x x acquire
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where the polarization delay is Ay = 1/(2J) and the optimum refocusing delay A
should be 1/(2J) for Si—H, 1/(4J) for Si—H, correlations etc. [in general, A; =
arcsin(n)~1/2 /(zJ), where n is the number of equivalent protons].

This is the simple heteronuclear 'H-X COSY (or HETCOR) pulse sequence adapted to
long-range correlations simply by adjustment of the A and A; delays. Small coupling
constants rule out the use of broad-band proton decoupling during evolution time #; by
BIRD, and thus the correlation cross-peaks display the structure of proton multiplets,
which reduces further the sensitivity of the experiment.

In many organosilicon compounds the silicon atom bears methyl groups. Their 'H
or 13C chemical shifts are usually not structurally sensitive and so are of little use for
298i line assignments; however, their strong signals often cause some difficulty in 2°Si
detected correlations, a notable exception being compounds with no other protons except
SiMe protons suitable for structure elucidation'®8~172_ Careful positioning of the 'H car-
rier and selection of the spectral width is usually necessary to avoid folding this strong
signal into the interesting part of the 2D spectrum where it could be mistaken for the
correlation sought. (Because of negative NOE, elimination of these signals by presatura-
tion of methyl protons is not advisable.) On the other hand, in phenylmethylpolysilanes,
where 2J(?°Si—C—"H) couplings are of comparable magnitude to 3J(*°Si—Si—C—"H)
couplings, silicon—silicon connectivity can be determined indirectly from 2D 2°Si—'H
correlation spectra, which show!70 at the same time correlations through both 2J and 3J.

Practice has shown that if the 'H lines must also be assigned experimentally, it is advan-
tageous to perform all 2D experiments ('{H—'H COSY, 'H—'3C COSY and 'H-2Si
COSY) with the same resolution along the F1 axis (H axis). The homonuclear and het-
eronuclear contour plots can be juxtapositioned as shown in Figure 17 for compound 12.
Interpretation of the spectra arranged in this manner is straightforward; establishing the
connectivity is facilitated by the comparisons.

0O 0SiMe;
0SiMe
Me;SiO
0
00
OSiMe;
Me3SiO

0SiMe;
12)

The results of systematic studies of related series have shown how unreliable were
the empirical assignment rules that had been suggested earlier!’>. The results were very
convincing that 2D 2?Si—!H correlation spectroscopy is the method for *?Si line assign-
ment whenever the proton spectra can be assigned!’+ 173, Since that time use of selective
deuteriation, shift reagents and selective decoupling experiments were more or less aban-
doned for line assignment. 2D experiments kept improving as new ideas were advanced
and pulse schemes were better understood (thanks mainly to the development of product
operator formalism!7® that could be adapted to large spin systems!'%? such as the SiHg
system of —SiMe3y).

Besides their use for line assignments 'H 2D correlations can also be used
to determine coupling constants [*J(*??Si—X) and "J(!H—X)] involving another isotope

93,177 29Si—
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FIGURE 17. Relevant parts of 'H, '>C and 2°Si NMR spectra of 12, their correlations and assign-
ments. A and B are the different rings of 12. The numbers denote carbon atoms in monosaccharide
units, and the primes distinguish carbons in unit B from those in unit A. (200 MHz spectrometer
Varian XL-200; 0.2 M solution in CDCl3, HMDSS internal reference, 64 transients for each of 100
increments in 2%Si correlation.) Reprinted from Reference 165 by courtesy of Marcel Dekker Inc.

X present in the molecule (nucleus X is passive in the correlation). Moreover, from the tilt
of the line connecting the satellite cross-peaks involving this passive nucleus, the relative
signs of the couplings can be determined. When a sufficient signal-to-noise ratio can be
reached so that satellites due to isotope X become visible, the method can also be applied to
less abundant isotopes X. The method with its variants has often been used by Wrackmeyer
and coworkers for a variety of nuclei X!787180_ The low sensitivity of these experiments
allows application to isotopes like 2%7Pb or 77Se; their relatively high natural abundances
of 22.7 and 7.6%, respectively, make this determination less demanding!7®-181 =183 For
rare isotopes, more sensitive types of correlation experiments have to be used and/or the
HEED filter incorporated, as will be described later. (Of course, 2°Si couplings can be
obtained from heteronuclear correlations of other nuclei in an analogous manner using
2Si as a passive nucleus!3*. In some of these experiments it is necessary to employ a
zfilter!8 to suppress the centre line against closely spaced satellites!”°.)
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A number of polarization transfer sequences can be modified to yield heteronuclear
correlations!3®; some were especially designed for long-range correlations (e.g. those
based on DEPT!87 or COLOC!88) but only a few were applied to organosilicon com-
pounds (e.g. COLOC to arylsilanes®).

Though a novice might be surprised by the good signal-to-noise ratio of these experi-
ments (due to the involved polarization transfer) the experiments require a large amount of
the compound to keep the measuring time within reasonable limits, especially when high
resolution along the F1 axis is required. The sensitivity of 2?Si detected experiments can
be immensely increased through isotopic enrichment (see Section X.A), but this approach
is impractical for organosilicon compounds. The sensitivity of heteronuclear correlations
is increased when detection of a weak 2?Si signal is replaced by detection of 'H NMR
signal. Though not all methods of signal enhancement in the reversed detection can be
applied to 25i—1H experiments (e.g. saturation of protons in the preparatory period,
which would lead through negative NOE to a loss of signal), a number of methods have
been adopted for this measurement; they are discussed in the next Section.

2. Indirectly detected heteronuclear correlations

Since the problems of line assignment and sensitivity are very acute for 2°Si NMR
spectra of silylated natural products and other compounds, experiments for increasing
the sensitivity of assignments are quite understandably being sought. In accord with the
general trends in NMR spectroscopy of the early 1980s, the solution was to use indirect
(or inverse or reversed) detection. In such an arrangement, the strong signals of the
protons (or other NMR strong nuclei) coupled to silicon are detected instead of a weak
295i NMR signal, and the 2%Si chemical shift (and/or coupling constants) are determined
indirectly from changes in the strong signals. The experiments can be carried out in
two different ways: as selective decoupling experiments (e.g., TH—{¥si}, 19F—{?°Si} or
31p_{295i}) or as 2D experiments. The former experiments were used in the era of CW
spectrometers for determination of 298 chemical shifts (e.g. {#%Si}—'H INDOR'® or
{#%Si}—1°F INDOR'?%) as well as for their assignment'®!. For complicated 'H spectra,
the decoupling experiments are tedious and require careful preparation. In contrast, as
is well known, 2D NMR experiments can be carried out automatically in a systematic
manner. The slow start of 2D ID 2Si—!H experiments was caused by the absence of now
common hardware (that provides, e.g., phase coherence between the proton decoupler and
receiver'%2, and high-quality filters for the lock channel to reject 2°Si frequencies). Less
than optimum performance was obtained when an ordinary broad-band probe was used
instead of the so-called reversed configuration probe. This probe, often referred to as an
ID (Indirect Detection) probe, has the 'H coil as the inner coil with the higher filling
factor and better homogeneity. Even with current ID probes, care must be taken not to
burn them when recording spectra with 298j broad-band decoupling during acquisition.
The difficulty in setting up ID experiments for low-abundance nuclei such as 298 stems
from the need to suppress or to reject the parent signals that come from more abundant
isotopomers; in the case of 2?Si it means that we must suppress a signal that is 20 times
stronger than the 2?Si satellites.

The first modern 2°Si ID experiments merely employed the early primitive procedures
described for '3C—'H experiments — signal winnowing!%? to determine the relevant spec-
tral width in the "H spectrum and the corresponding J(**Si—'H) couplings and HMQC
2D sequence!®* 193 In the applications to >CH—O—SiMe3 moieties, >J(*’Si—0—'H)
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couplings (about 3 Hz) can be used and the complexity of 'H NMR spectra depends on
the number of protons coupled to the CH proton!?°.
The signal winnowing sequence used may be written as'%3:

'H : 905 — v — 180 —  — acquire(+)
2958; - 180°/0°  (decouple broad-band)

where delay time 7 is chosen to equal 1/(2J). Subtraction of the signals acquired in the
scans without the 180° silicon pulse from those acquired after the 180° pulse suppresses the
signals from parent lines and leaves only the signals from 2%Si satellites for constructive
averaging by accumulation. This simple sequence works satisfactorily for samples with no
vicinal protons as demonstrated in Figure 18; in complex systems with vicinal and other
coupled protons, the spectra provided by this sequence show the relevant regions for 2D

(a) l

(b)

()

r T T 1
100 50 0
Hz

FIGURE 18. The CH part of the 'H NMR spectrum of a mixture of (Me3C);CHOSiMe3; and
(Me3C);CHOH (no protons vicinal to CH group). (a) Ordinary 'H NMR spectrum measured with
a one-pulse sequence, 4 transients. (b) Winnowed 'H NMR spectrum, 32 transients, T = 0.143 s;
other conditions as in (a). (c¢) Winnowed 'H NMR spectrum measured with {#si} decoupling,
other conditions as in (b). Reproduced by permission of the Society for Applied Spectroscopy from
Reference 196
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(b)

©

300 200 100 0
Hz

FIGURE 19. Partial '"H NMR spectra of 2,3,4-tri(O-trimethylsilyl)-1,6-anhydro- 8-D-glucopyranose
(2). (a) Ordinary 'H NMR spectrum measured with one-pulse sequence, 4 transients. (b) Winnowed
'H NMR spectrum, phase-sensitive presentation, 256 transients, T = 0.143 s; other conditions as in
(a). (c) Winnowed as in (b) but absolute value presentation. Reproduced by permission of the Society
for Applied Spectroscopy from Reference 196

chemical shift correlations (see Figure 19); all other parts of the 'H NMR spectrum can
be eliminated by analog or digital filtration. This further improves the signal-to-noise ratio
and the economy of the experiment.

The first variant of HMQC employed for 2?Si followed the basic sequence!?* 193
'H: 903 —t—  —11/2—180} —11/2—  — () — acquire
28i 90;, 90° (decouple broad-band)

which is described and analysed in every 2D NMR textbook. The phase cycling of pulses
and a receiver that ensures that only signals evolved during the #; period as double
(or zero) quantum coherences are added constructively is in the source literature. The
quality of the central line suppression is well apparent from Figure 20, and an example of
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FIGURE 20. ?°Si—'H NMR spectra of (Me3Si)>O in CDClz. Top— ordinary 'H NMR spectrum;
middle —HMQC filtered 1D spectrum; bottom — 2°Si—'"H HMQC correlation without decoupling
during acquisition

correlation measured by this sequence is shown in Figure 21. The theoretical sensitivity
gain (yn/ )/Si)l's ~ 11.3 in indirect detection relative to direct detection represents a limit
that might be achieved for an optimized experiment, probe etc. It would allow a 100-
fold reduction in measurement time. There are, however, additional benefits of using ID
besides higher sensitivity: faster pulse repetition and the possibility of filtering out 'H

signals that are outside the relevant region in the 'H NMR spectrum. The faster pulse
repetition that is allowed by the faster proton relaxation has been mentioned in relation to
other experiments similarly controlled by 'H relaxation. The 'H signals of trimethylsilyl
or similar groups with a strong singlet of 'H signals of protons coupled to the silicon
are usually of no use for assignment purposes [an exception being compounds containing
no other protons, such as oligo(ynes)'’1"172]. Due to their distinct position in the 'H
spectrum, these signals can be easily filtered out during the signal acquisition; a similar
filtration by analog filters is not possible in 2%Si detected correlations as it would require
digital filtration along the F1 axis.

1D spectra measured by the HMQC pulse sequence in which the evolution period was
replaced by a fixed short delay (without the refocusing pulse) and recorded without 2°Si
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FIGURE 21. Si—'H HMQC correlation 2D NMR spectrum and 2°Si and '"H 1D NMR spec-
tra of 2,3,4-tri(O-trimethylsilyl)- 1,6-anhydro- 8-D-glucopyranose, (2) (CDCIl3 solution). Acquisition
time 3.41 s, relaxation delay 2 s, 64 transients, 64 increments; 2°Si WALTZ-16 decoupling during
acquisition. Reproduced by permission of the Society for Applied Spectroscopy from Reference 196

decoupling are convenient for determination of 'H—2°Si couplings!®” and identification
of silyl groups!?8.
The ID experiments were gradually improved as new ideas (BIRD) emerged and new

technical means became available (pulsed field gradients). Placing the BIRD cluster!? in
front of the above HMQC sequence with a properly adjusted delay d between BIRD and
the HMQC parts of the BIRD—HMQC combination greatly improves the suppression of

the central lines??0. The BIRD sandwich is the following cluster of pulses:

'H: 900 —7— 1803 — 7 —90°,

25 180°
where 7= 1/2J)'®?. When combined with HMQC it gives the BIRD-HMQC
sequence200 .
TH: 90, —7—1803 —7-90° , —d =90} —t—  —11/2—180; —1]/2—  — (v)— acquire
25 - 180° 90°, 90;, (decouple b.b.)

(J

where decouple b.b. denotes some kind of broad-band decoupling.
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While the BIRD sequence leaves the magnetizations of the 2?Si satellites in the original
position, it inverts the magnetizations of the centre lines. The inverted line relaxes through
delay d back to its equilibrium position. In preliminary trial experiments one selects delay
d when the inverted central line changes from negative to positive. By selecting delay
7 in BIRD and in HMQC one selects the satellites (one-bond, two-bond etc.), and 29Si
pulses ensure that the selected satellites are the 28 satellites. A different situation is
encountered when this BIRD pulse is replaced by W-BIRD?"!:

'H: 90 — 1 — 907

(no 2Si pulses). In this variant, the 180° pulses of BIRD are replaced by putting the
'H frequency of the two 90° pulses on the parent line. This W-BIRD leaves all signals
separated by the frequency difference n/(2t2) (where n =1, 2,3, ...) from the parent
line virtually unperturbed while the parent line is inverted as in the BIRD sandwich.
The delay d is optimized similarly to the above description for BIRD; with an optimum
d value the centre line is suppressed and only selected signals with a given frequency
separation from the parent line are retained. In this case the selection is based entirely
on the satellite separation; no other nucleus besides the proton is affected by the W-
BIRD. By appropriate delay 7 one can select satellites due to coupling with another
nucleus (Y), e.g. one-bond 13C satellites, the choice of the other t delay for the HMQC
part being independent. This enables reduction of triple resonance experiments (e.g.
TH{13C,2% si}) to essentially double resonance TH{?°Si} (with 13C as a passive nucleus
in this example). Such pseudo-triple resonance does not, of course, require a triple reso-
nance probe or an additional channel on the spectrometer. The same effect as is produced
by W-BIRD, i.e. suppression of the central line and selective excitation of the satellites,
can be also achieved by bi-selective (BIS) pulses. If such a pulse replaces the first 90°
pulse of an HMQC sequence, we get a BIS HMQC sequence. The details and possibil-
ities of how to construct such pulses were discussed and demonstrated by Kupce and
coworkers202,

The W-BIRD HMQC sequence was used by Wrackmeyer and coworkers in a num-
ber of studies to determine coupling constants and their relative signs'’?18; important
data have been also obtained from analogous pseudo-triple resonance experiments in
which the 2%Si nucleus played the role of the passive spin. For example, in a Be_1y
HMQC correlation after W-BIRD has selected the 2°Si satellites [1J (2?Si—!H) = 199 Hz]
of the HSi proton in Ph3SiH, it was possible to determine 'J(*Si—'3C) = —68.5 Hz,
2J(¥Si—13C) = —4.7 Hz and also 2J(}*C—'H) = 6.4 Hz and 3J("*C—'H) =3.1 Hz
couplings to « and ortho carbons2’3. The procedure is analogous to that to be shown
later for HSQC sequence.

In general, the cleanest 2D HMQC spectra are obtained by the PFG HMQC sequences
that utilize pulsed field gradients; a selection of such sequences can be found in the
review of Keeler and coworkers2%* or in recent textbooks (such as that of Claridgelsg),
but applications to 2°Si have been scarce up to now. Of course, it requires an ID probe
tunable to the 2%Si frequency with PFG coil(s). An example of a nice application of
the PEG HMQC sequence to a difficult long-range 'H—2%Si correlation was presented by
Rinaldi’s group in their 3D study of 1-phenyl-silabutane polymer tacticity???, to be shown
later in Section VI.B (Figure 42). The sequence they used was described as using PFG
along three different axes to eliminate gradient echoes from the strong water signa15206.
In other solvents one z-gradient would apparently suffice. The typical gradient enhanced
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FIGURE 22. ge-HMQC '"H—2%Si correlation in methyl 2,3,4,6-tetra(O-trimethylsilyl)-a-D-gluco-
pyranoside 13; expansions of the sugar proton region (left) and methyl proton region (right). ('H at
399.94 MHz, 2°Si at 79.46 MHz, 5 mm ID PEG probe, 0.03 M solution in CDCl3, internal TMS as
a reference, spectral widths 3500 and 2000 Hz for 'H and 2°Si respectively, optimized for J = 3 Hz,
512 increments each 16 scans, zero filled to 4096 x 2048 data points). Reproduced by permission
of John Wiley & Sons, Ltd from Reference 207

HMQC sequence (dubbed ge-HNMQC)

'H: 907 —7— —11/2—1807  —11/2— — acquire
2si 90;, 90?
Grad : Gl G2 G3

(with a gradient ratio G1 : G2 : G3 of 5 : 5 : —2) was used for line assignment in trimethyl-
silylated saccharides by Provera and coworkers?7. Details from the typical correlation
spectrum of compound 13 are shown in Figure 22 demonstrating the high resolution
achievable.

0SiMe;
13)

In 2°Si NMR spectroscopy HMQC spectra are often not distinguished from
HMBC (Heteronuclear Multiple Bond Correlation) spectra; the two names are used
indiscriminately as both experiments employ the same pulse sequence. Both are based on
heteronuclear double quantum coherence and differ only in the value of the coupling used
for setting up delay 7. HMBC uses small values of coupling through (multiple) several
bonds while HMQC is intended for large one-bond couplings. The resulting longer t©
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delays in the HMBC experiments do have, however, some consequences: homonuclear
"H—'H couplings also evolve during the long delays and cause phase distortions and
lower the sensitivity. For this reason (and sensitivity losses through relaxation) the final
refocusing delay is usually omitted, and hence the spectra can be recorded only without
298i decoupling. An absolute value presentation masks phase distortions. Obviously, when
there are no homonuclear "H—'H couplings (as in the above examples of trimethylsilyl
derivatives), the difference between HMQC and HMBC is immaterial.

A nice example of a true ‘multiple-bond’ correlation was presented by Kusukawa, Kabe
and Ando?®® who used a 'H—??Si HMBC correlation to assign 2°Si lines in the product
14 (with Ar = 4-MeCgHy) derived by addition of cyclo[(4-MeCgH4),Sils to Cgp. Their
2D spectrum is shown in Figure 23. Although each of the four silicon lines has a cross-
peak with two protons, it is only the line at —12.66 ppm that has a cross-peak with the
H? proton, thus identifying silicon signal at § = 12.66.

ArZSi SiAI‘Z
AnSi SiAr
d
c
Me

(14)

Despite the very different mechanism, the HSQC sequence (Heteronuclear Single
Quantum Correlation) yields results equivalent to an HMQC sequence except that HSQC
offers an additional benefit— the cross-peaks do not exhibit homonuclear 'H—'H cou-
plings along the F1 axis. These splittings reduce sensitivity and resolution along this axis
in HMQC spectra. On the other hand, the HSQC sequence contains more pulses and is

more sensitive to errors in calibrations etc. The sequence is2%:
'H : 907 — 7 — 1805 — 7 —90; — 180; — 905 — A — 1805 — A — acquire
295 . 1805 905 —11/2— —11/2—90; 180 (decouple b.b.)

where the symbols have their usual meanings. The sequence is easy to understand: first,
INEPT transfers polarization of protons to silicon, silicon magnetization evolves during
time 77 with heteronuclear couplings refocused and then polarization is transferred back
to protons by reversed INEPT to be detected with possible decoupling of silicon. For
this mechanism the sequence is sometimes referred to as ‘double INEPT’!92 although
some understand this name to apply to a slightly different sequence (more suitable for
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FIGURE 23. 'H-?Si HMBS spectrum of compound 14 in 1 : 1 CDCl3—CS; mixture. [Value of
3J(¥Si—"H) used for setting up correlation experiment not given.] Reprinted with permission from
Reference 208. Copyright 1995 American Chemical Society

macromolecules)zw; the sequence is also known under the name the Overbodenhausen
experimentzn. Uhrin and coworkers?!2 developed a double-INEPT constant-time phase-
sensitive sequence especially suited for trimethylsilylated products:

UH (90, —T—)90 — — 1805 — 7 — 905, — —N—x/2—1805 =90 TI5E —acquire
25 1805 905 —(A—x+1)/2— — 1805 — (A—11)/2—90;

in which N stands for a selective 180° pulse on methyl protons, IT5L for spin-lock and
(N90°-T-) is an optional T filter (for phase cycling and independent optimization of all
the delays; see the source reference). A comparison of 2D correlations obtained by HMBC
and by this sequence on the same sample of 15 shown in Figure 24 is quite convincing
as to the advantages of the latter.

. 6
Me;SiO CH2051M63

H OSIMC3 H H CH2OSiM63
6
15)
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FIGURE 24. 'H detected ' H—2°Si correlation spectra of 15 ('H frequency 600 MHz, 5 mm inverse
detection broad-band probe, relaxation time 2.0 s, acquisition time 0.38 s, 64 transient for each of 64
increments). (The two non-equivalent CH; protons are distinguished by the letters a and b.) (a) Phase-
sensitive spectrum measured with HSQC constant time experiment described in text; (b) magnitude
presentation of HMBC spectrum. Reproduced by permission of Academic Press from Reference 212

As with HMQC, HSQC can also be combined with W-BIRD. The W-BIRD HSQC
sequence is201-203

TH : 903 — 1) —90% —d — 90% — 7 — 180} — 7 =90, — 1807 — 90z — A — 180, — A — acquire
g : 1805 90, — 11 — 90; 1805 (decouple b.b.)
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(keeping the symbols introduced earlier, although they differ from those in the source
literature). The use of the sequence is similar to that discussed above for the same variant
of HMQC?01:213 The mentioned narrow cross-peaks along the F1 axis are useful for
measurements of small 2?Si—X couplings (couplings as small as 0.45 Hz were measured);
the procedure is demonstrated in Figure 25 for X ='3C. In this example, 2J (*Si—13C) =
+1.2 Hz is well resolved in F1 and the tilt of the satellites indicates that the reduced
couplings 'K(13C—"H) and 2K (**Si—'3C) have opposite signs.

'H—29Si HSQC spectra are used routinely for line assignment in complex silane
mixtures2'4, for silylated products such as humic substances2!> and possibly others.

As in many other sequences PFG greatly improves the quality of HSQC spectra?®;
undoubtedly they will find use also in 2?Si NMR.

Indirect detection is also used in the XYI sequence (XY coupling by /nverse spectro-
scopy)?!6. This complicated sequence can be used for measurement of spin—spin
couplings between rare spin nuclei X and Y [J(XY)] at their natural abundance. The
authors believe that the sequence can be applied routinely for characterization of novel
compounds available in small amounts. The sensitivity of this approach is apparent from
Figure 26, which shows the determination of 17(*98i—13C) (and other) couplings from
the XYI spectrum of 16 measured in 5% v/v solution.

For obvious reasons it is becoming increasingly popular to use indirect methods as a
replacement of direct 29Si measurement of 29Si chemical shifts (see, e.g., Reference 217).
One should be aware, however, that indirect detection inherently implies certain editing,
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FIGURE 25. '"H—2°Si W-BIRD HSQC phase-sensitive refocused and not decoupled spectrum of
Si(OMe)4 (500 MHz, 5 mm ID probe, 2 mg in 450 mg of C¢Dg, d =2 s, 72 = 7.0 ms, T = 68.3 ms,
16 increments of 32 transients each, spectral width 10 Hz in F1). The residual parent signal is marked
with an asterisk. Reproduced by permission of John Wiley & Sons, Ltd from Reference 203



272 Jan Schraml

wwm«wwlw"ww

(b)
r—r 17T "T1 "1 "7 "7 "7 "7 ™17
12 10 8 6 4 2 0 -2 -4 -6
5(¥si) ppm
(@)
; _
' l -
— || = |
col - —20
- —10
1 N [
Jsic 0 g
2 2
Jsin Jsin - 10
M ooo m!
| l 9 - 20
~ 30
1 = |
Uen - 40
—_—
100 50 0 =50 —-100 Hz
'H

FIGURE 26. (a) Inverse 2D 'H—2?°Si-correlated X YT spectrum of 16 (approx. 5%, v/v in CDCl3, 16
increments of 1 K data points each zero filled to 4 K, LB = —2 Hz, GB = 0.3 Hz, symmetrization
applied along both axes; 'H at 300 MHz, 2Si at 59.63 MHz, no decoupling of 2°Si; slices indicated
by arrows are shown along F1 and F2 axes). (b) 22Si NMR spectrum measured by refocused and
decoupled INEPT. Reproduced by permission of Academic Press from Reference 216
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(16)

as some value of 2°Si—!H coupling must be assumed for the delay calculation. Also, if
a precision of chemical shifts comparable to that of direct measurement is to be achieved
(along the F1 axis), the experiment might be time-consuming when the spectral width of
298 signals is large.

3. INADEQUATE

INADEQUATE experiments aim at observing selectively the weak satellites of normal
signals of rare nuclei, which arise from the low abundance of molecules containing two
spin—spin coupled rare nuclei. Homonuclear (2Si—2%Si) INADEQUATE experiments
seem to enjoy some popularity among organosilicon chemists as a method for elucidation
of polysilane skeletons2!8:219,

INADEQUATE uses a so-called double-quantum filter to suppress strong singlet signals
of isolated *°Si nuclei and thus make visible the weak satellite lines due to 2?Si—2Si
coupling [i.e. the 2%Si satellites of 2?Si lines separated by J(*°Si—2°Si) couplings] that
are retained in the spectrum; see schematic Figure 27. In its original pulse sequence the
double-quantum filter uses different phase properties of the desired signal and eliminates
undesirable signals through phase cycles. With some advantages the same filtering can be
accomplished through pulsed magnetic field gradients, which eliminate the undesirable
signal in each transient by properly chosen gradients, and thus higher spectrometer gain
can be used.

In its first 1D form an INADEQUATE experiment?20

¥Si 1 907 — T — 1805, — T — 907 — A — 903, — acquire ()

yields values of 29Si—29Si coupling constants. If Si—Si connectivity is sought, it can
be found by careful comparison of the values of coupling constants providing that the
differences in the couplings are significant. When connectivity is the main goal, the 2D
variant??! is more convenient.

¥Si 1 907 — T — 1805, — T — 907 — 11 — 903 — acquire ()

In this form the sequence does not differentiate the sign of double quantum coherence
(i.e. the sign of the sum of the two chemical shifts of the two coupled 2°Si nuclei) and
thus the efficiency of such an experiment is not optimal. This disadvantage is removed in
a modified 2D experiment in which the last 90° pulse is replaced with a pulse having an

arbitrary flip angle??? o

¥Si 1 907 — T — 1805, — T — 90} — 1, — o} — acquire()
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FIGURE 27. Schematic 2°Si NMR spectrum of two 2°Si nuclei, Si-1 and Si-2, measured with proton
broad-band decoupling; top: central lines from isolated 2°Si nuclei; bottom; generation of the satellite
spectrum by isotopic chemical shifts effects, A§ (Si-1) and A$ (Si-2), and L7®8i—2si) coupling.
Note that the satellites in an ordinary 1D spectrum are in-phase (also in-phase with the central line)
but in the INADEQUATE spectra the satellites are in anti-phase and the centre line should be absent

The discrimination between the two possible signs (quadrature detection) is achieved by
using a different flip angle «. Good discrimination is achieved with o = 60°
(anti-echo) or o = 120° (echo). Echo (or N-type) detection is preferred as effects of
magnetic field inhomogeneity are partially refocused. These pulse sequences were used
for 22Si—2°Si INADEQUATE experiments on oligosilanes by Lambert and coworkers223;
(Figure 28). Hengge and Schrank?!® used modified 2D pulse sequences 10 years earlier.
Their sequence used symmetrization as proposed by Turner??*. (Turner’s modification
was criticized by other authors2? ) The symmetrization was implemented again into an
INEPT-INADEQUATE combination to be discussed later. Hendan and Marsmann?26
used Turner’s modification successfully to correlate silicons through very small couplings
[2J(¥*Si—0—2Si) = 0.7 Hz] (Figure 29).

Echo and anti-echo can be also differentiated by inserting a 45° Z-pulse at the beginning
of the 71 period??’ or by using the pulsed magnetic field gradients as in the following

SCqueIlC€228 :

8i: 90, — 1 — 1805, — 7 —90; — 11 —8/2 — 180, — §/2 —ay — 8/2 — 180; — 8/2 — acq ()
G,: +g Fg —2g +2g

(keeping the original notation of Mareci and Freeman®2? for delay 7 and pulse ). This
approach leads, of course, to a sensitivity loss of 21/2 compared with the phase cycled
experiments. However, similar to other 2D methods, the echo and anti-echo data can be
combined to produce pure absorption line shapes with resulting sensitivity gain.
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FIGURE 28. 2°Si—2°Si INADEQUATE spectra of [Me3Si)>SiMeSiMe;]3SiMe. Top: 1D spectrum
(t = 4.1 ms, A = 3 us); bottom: 2D spectrum (t = 4.1 ms). Reprinted from Reference 223. Copy-
right 1998, with permission from Elsevier Science

Overlooked thus far by 2?Si NMR users is J-resolved INADEQUATE?%
¥8i: 907 —11/2— 1805, — 11/2 — 905 — A — 903, — acquire ()

in which the fixed delay t is replaced by the evolution time #;. One such J-resolved
experiment yields all J(?°Si—29Si) coupling values (i.e. one-bond and long-range) for
each silicon atom and the values can be determined with high precision, thanks to the
refocusing 180° pulse in the middle of the evolution period.

However, 298i—295i INADEQUATE suffers, as do other 2981 NMR techniques, from
negative NOE and long relaxation times>!'3. As in other experiments, relaxation can be
shortened and continuous decoupling replaced by gated decoupling that decouples protons
during the acquisition time only (to minimize NOE). When shortening the relaxation time
one must exercise care as some of the INADEQUATE pulse sequences are long and
the signal might decay before the beginning of acquisition. At the same time, resolution
also degrades with the relaxation reagent added (thus reducing the signal-to-noise ratio).
Similar concerns apply also to increasing the sample concentration. Gated decoupling can
lead to line broadening along the F1 axis and signal loss due to '"H—2?Si coupling (which
is not refocused at the end of time #; in the above sequences). A simple remedy is to insert
a 180° pulse ('H) in the middle of the evolution period?'®. INADEQUATE experiment
without proton broad-band decoupling during acquisition is a useful tool for measuring
J(Si—Si) couplings between chemically equivalent silicon nuclei, e.g. in symmetrical
disilanes230. Of course, absence of proton decoupling severely degrades the sensitivity of
the experiment.
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FIGURE 29. 29Si—2%Si 2D INADEQUATE spectrum of (SigO12)(n-C3H7)s(3-CIC3Hg),, I (®, Si;
@, O; O, n-Pr; @, 3-CIC3Hg), in CDCl3 solution (59.60 MHz, delays optimized for J = 0.7 Hz,
relaxation delay 20 s). Reprinted from Reference 226. Copyright 1994, with permission from Elsevier
Science

Considering the low sensitivity of (??Si—2Si) INADEQUATE, it is no surprise to
see that practically all methods of INADEQUATE sensitivity improvement were soon
implemented into 2°Si applications, although the sensitivity problem is not as acute as in
13C NMR of natural products (with 1.1% natural abundance of '3C isotope and usually
only a limited amount of compound), and thus there has been no report of special data
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processing applied to 2°Si—2°Si INADEQUATE to find the signal buried in the noise
(e.g. as in 13C NMR?31:232),

The signal-to-noise ratio of INADEQUATE can be increased by transferring proton
polarization to the 2Si spin system just prior to the INADEQUATE experiment itself.
Thus, INEPT-INADEQUATE (Sgrensen and coworkers2>>) or DEPT-INADEQUATE
(in the original version2** or modified?>) combinations achieve sensitivity increase
through excitation enhancement by application of non-selective polarization transfer from
protons, thus bringing the advantages of these polarization transfer schemes (signal
intensity increase and faster pulse repetition); both are applicable to 1D and 2D versions
of INADEQUATE. Often expressed objection to such enhanced experiments, that they fail

to enhance the signal from nuclei not coupled to protons, was proved incorrect?>*. With a
proper phasing, polarization is transferred alternatively to silicon coupled to protons and

to silicon remotely coupled to protons?34.
The INEPT-INADEQUATE??? sequence is:

g . 90; — ‘[1—180; -1 — 90; — 21y — decouple . ..
298i 1 90°90°90° 18075 — — — 90, — 14 — 180, — 74 — 90, — A — 90, — acquire

In the field of 29Si NMR, the INEPT-INADEQUATE combination was used
for the first time by West’s group?’® as a 1D method to determine J(Si—Si) in
unsymmetrical disilenes (1J =155 —158 Hz) and 1,3-cyclodisiloxanes (2J =3.8-
4.0 Hz). (Perhaps a warning from the field of '3C NMR is appropriate here; in some
cyclobutenone derivatives 2J(13C—13C) couplings were found in some cases to be larger
than their one-bond counterparts?>’.) When the signal of isolated 2Si nuclei is not com-
pletely filtered out, the INADEQUATE spectra can still be used for coupling constant
determination (see the spectrum of 17 in the top part of Figure 30) unless the rem-
nants of the central line distort the satellites (which is very likely in the case of small
couplings?38, such as shown in the bottom part of Figure 30 for compound 18). For the
2D version of the experiment the last delay A, has to be replaced by evolution
time #1; detailed description of such experiments for establishing Si—Si connectivity are
available!69-239,

Ph Ph
N /
N—O O0O—N
| /A
Mes— Si—Si—Mes —Sj i—
Mes S|1 \O/ |S1 Mes
Mes Mes Mes Mes
a7 (18)

Mes = Mesityl

Kuroda and coworkers?*? used a 2D INEPT-INADEQUATE sequence with a sym-

metrization similar to the simple INADEQUATE used by Hengge and Schrank?!® as
mentioned above. Their pulse sequence
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FIGURE 30. 2°Si—%Si 1D INEPT-INADEQUATE spectra; top: spectrum for 17, J = 108 Hz;

bottom: spectrum for 18, / = 1.2 Hz (no experimental details given). Reproduced by permission of
Wiley-VCH from Reference 238

'H : 90} — 1 — 180, — 71 — 90; decouple . ...

298i : 90°90°90° 180, — — — 90, — 72 — 180, — 12 — 90, — 11/2  continue
'H - decouple ... decouple

28 135, — t1/2 — acquire

yields 2D INADEQUATE spectra with a different symmetry as illustrated for com-
pound 18 in Figure 31.
'H detected INADEQUATE, dubbed INSIPID (/Nadequate Sensitivity /mprovement

by Proton Detection)2*!, has not been applied to (¥Si—2?Si) INADEQUATE, but its
combination with INEPT excitation might be useful when sensitivity is the most important
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FIGURE 31. 2°Si—2°Si 2D INEPT—INADEQUATE spectrum of the tetracycle 19 in C¢Dg measured
at 53.7 MHz (timing not given). The trace at the top is a projection on the F2 axis. Signals connected
by solid lines correspond to one-bond interactions, those connected by dashed line denote long-range
couplings (note the smaller separation of the satellites in the latter case). Reproduced by permission

of Wiley-VCH from Reference 240
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consideration—it offers the highest sensitivity of the described methods. However,
connectivities of silicon atoms without one- or two-bond couplings to protons could be
missed.

The version described by Weigelt and Otting“*~ utilizes pulsed field gradients to sup-
press the 'H signal from protons not coupled to 2°Si:

242

'H 1905, — 71 — 1805 — 71 — 903 1802
2g; 1803, — — — 903 — 72 — 1805 — 12 — 903, — 11/2 — — —
G;:
continue:
'H : 90, 1805 acquire
P8i: 11/2— A —180] — A — 90, — 7o — 180, — 1o — 90; — 71 — 180, — 7| — decouple
G:: +g Fg 8

In this arrangement the typical easy-to-analyse INADEQUATE appearance is lost. The
2D plot would contain 2gi double-quantum frequencies (i.e. sum of the chemical shifts
of the two coupled silicon nuclei) along axis F1 and 'H frequencies along the F2 axis. A
pair of cross-peaks at the same 2gi double-quantum frequency would indicate a Si—Si
fragment; two cross-peaks with the same 'H frequency indicate a Si—Si - - - H fragment.
INADEQUATE CR (Composite Refocusing), the latest among the methods for sen-
sitivity enhancement of INADEQUATE experiments>%8, was first applied to 2°Si—2Si
couplings by Lambert and Wu?*? (Figure 32).
INADEQUATE CR

2958i :90; — /2 — 180, — 7/2 — 90, — #; — §/2 — 180; — 8/2 — 90°, — 7/2 — continue
G:: *g T8

i ;1805 — 7/2 — 455453, — 7/2 — 1805, — 7/2 — 90, — §/2 — 1805, — 8/2 — acquire
G;: —2g +2¢

(Note the different meaning of t delay in this sequence.) This modification utilizes pulsed
field gradients and, through a series of properly chosen pulses, combines the intensities of
298i doublets into a single line. Depending on the choice of phase cycles, the intensities
of the two satellites are combined either into the ‘left’ or into the ‘right’ satellite line
(and the two can be merged) with obvious gain in sensitivity. Of course, both echo and
anti-echo signals must be recorded. Echo requires the first two gradients with + and —
polarity and ¢ = y, ¥ = —x for the left satellite line or ¢ = —y, ¥ = x for the right line;
anti-echo needs — and + polarity of the two gradients and ¢ = —y, ¢ = —x for the left
and ¢ =y, ¥ = x for the right line. The 2D spectrum loses the typical INADEQUATE
appearance of doublets symmetrically disposed around the ‘double quantum diagonal’
(w1 = 2wy) but that is a small price to pay for doubled sensitivity. The retained single
lines of the satellite doublets (i.e. one for each of the two coupled 298 nuclei) differ in
their distance (along w;) from the double quantum diagonal by J(>*Si—2°Si), so tracing
out the skeleton remains easy as in the original INADEQUATE and the magnitude of the
coupling can be read as this difference.

The performance of all INADEQUATE experiments (except J-resolved) depends on
the estimate of the value of J(2?Si—22Si) coupling prior to the experiment and on the
spread of its value in the sample under study. In the generic experiment for the weakly
coupled 29si nuclei, the sensitivity varies with sin(2wt/), where J = J (29Si—29Si), and
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FIGURE 32. 2Si—2°Si 2D INADEQUATE CR spectrum of the dendritic polysilane tris[2,2,5,
S-tetrakis(trimethylsilyl)hexasilylJmethylsilane measured at 99.300 MHz (70 mg of the sample in
CDCl3; 256 transients in 75 h, acquisition time 0.203 s, delays t and § not given). Reproduced by
permission of John Wiley & Sons, Ltd from Reference 243

27 is the time delay between the first two 2Si 77/2 pulses that create the double-quantum
coherence between the two coupled 2Si atoms. The optimum value??0 of the delay is
t=02n+1)/[4] (*°Si—29Si)]. Since the sine dependence on J changes slowly around
its maximum, variations of 10% in J around the estimated J value are not detrimental to
the success of the experiment. On the other hand, with a different value of n the optimum
condition set for one-bond coupling might be satisfied by another coupling as well. Then,
long-range couplings can be observed simultaneously with one-bond couplings in 1D
INADEQUATE; in the 2D variants, when establishing the silicon backbone, one should
watch for the separation of 2%Si satellites in the 2D spectrum and differentiate those
originating from long-range couplings that accidentally satisfy the above condition. On
the other hand, it is possible to run J-resolved INADEQUATE first and then set the
delay according to the J values found. Naturally, enhancement achieved by combination
with polarization transfer schemes depends also on the estimates of the relevant coupling
constants, J(2°Si—1H), utilized in the transfer.

In contrast to sensitivity enhancements, other modifications of INADEQUATE received
little attention among organosilicon chemists although they can be quite useful. Thus, the
use of composite pulses might be important for covering full spectral width and ensuring
artifact-free performance of the INADEQUATE experiment>*4~=246 Other modifications
allow a uniform excitation of double-quantum coherences even in the case of non-uniform
coupling constants>47-248,
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Crowded 1D INADEQUATE spectra can be simplified by utilizing the editing properties
of INEPT or DEPT?# in their combination with the INADEQUATE or by application of
spectral editing as described for the 13C—13C SEMINA pulse sequence (SEMUT editing
of INADEQUATE)?*%:250 or an INADEQUATE—-SEFT combination?3!.

Closely related to proton detected INADEQUATE is l,l—ADEQUATE252 which, if
applied to polysilanes, would show '"H—29Si correlations between the chemical shift of
the protons coupled to Si-1 and the chemical shift of Si-2, that is J(2?Si—2°Si) coupled
to Si-1.

A heteronuclear (2Si—!3C) INADEQUATE?233:254 experiment falls into the category
of triple resonance experiments that are treated in Section VI.B.

4. DQF COSY

The usefulness of multiple quantum filters2>> has been established in many homonuclear
proton experiments, most prominently by double-quantum filtered COSY (DQF COSY).
In this experiment the double-quantum filter rejects lines originating in isolated spins (e.g.
solvents) and changes the line shape of diagonal peaks into antiphase absorption. The DQF
COSY experiments can also be applied to other nuclei, namely to 2Si. In such a case,
the filter passes through only the signals from the very rare pairs of 2?Si—2Si nuclei. The
sensitivity of such an experiment can be increased by combining it with the polarization
transfer schemes of INEPT or DEPT, a combination that is especially important in the
case of unenriched samples. The INEPT DQF COSY experiment, as presented on several

occasions by Brunet’s group?>0~2%8 uses the following pulse sequence:
' 90 — A1 — 180 — A — 905 — A — 180% — A — decouple broad-band ...
295+ (90%)n 180; 9005, 180,  C J; 01805, - - _2” 90y, — 9055 — acquire
| refocused INEPT | constant time | DQF |
evolution

where A and A are the usual INEPT delays v and A/2, respectively, and must be
optimized as in an INEPT experiment. The delay t allows independent optimization
according to the expected value of J(*Si—29Si) couplings. The system evolves under
this homonuclear coupling for a total duration of 2A + t. The maximal cross-peak inten-
sity is obtained when sin[7J(2A + t)] = 1, and since the value of A is selected according
to the number of coupled protons and J ®si-'H) coupling as in the INEPT experiment,
the t value can be selected independently to satisfy as closely as possible this rela-
tionship. In their application of DQF COSY to alkoxysilane polymers (siloxanes), the
authors could employ only two-bond coupling 2J (*Si—0—27Si), which varied within the
range 1.2—-2.5 Hz. These values, together with the selected value of A = 20 ms, lead to
(2A 4 1) = 220 ms, a value still shorter than the effective transversal relaxation time 77
(350 ms). As with other constant evolution time experiments, resolution along the F1 axis
in the experiments described is limited by the maximal achievable #; = 7, a fact seldom
mentioned?®~238_ The constant time variant excludes the possibility of using the same
experiment on silanes and other compounds where one-bond coupling (about 100 Hz)
must be utilized; the resolution along the F1 axis would be too low.

The sensitivity of the DQF COSY experiment could be increased by employing mag-
netic field gradient filtration instead of the phase cycling required in the above sequence.
The authors obtained usable DQF COSY spectra from equimolar (or 0.37 M) aqueous
solutions of siloxanes in 12 hours (10 mm NMR tubes at 59.595 MHz), illustrating the
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claimed higher sensitivity of a DQF COSY experiment than of an INADEQUATE experi-
ment. The spectra enable direct and unambiguous assignments of the various units present

in alkoxysilane polymers and yield values of 2J(**Si—0—2%Si) couplings.

5. 228i—29Sj couplings, "J(P°Si—2°S)

While silicon couplings to more abundant nuclei were routinely determined in the era
of CW spectrometers (as the separation of 4.7% 2°Si satellites in 'H, 1°F and 3!P NMR
spectra), common measurement of 22Si—2Si couplings has awaited the increase in sen-
sitivity (per time) as provided by FT spectrometers. The satellites can be clearly seen on
the 2%Si NMR lines of central silicon atoms in compounds of the type (R3 Si)4Siz&259 or
in the more general class of compounds (R3Si)3Si-X (Table 3) or in hypersilyl groups,
(Me3Si)3Si— (Table 4). However, couplings were also determined in compounds without
the benefit of equivalent silicon atoms2>?. Of course, measurements became routine and
much less time-consuming after introduction of the INADEQUATE experiment (and its
sensitivity-enhanced forms, see Section VI.A.3). Progress in spectrometer hardware must
also be mentioned in this connection. To begin with, new probes have much higher sen-
sitivity, pulsed field gradients permit one to use a higher gain and with fewer artifacts
in the spectra, and the performance of multi-pulse programs has greatly improved giv-
ing almost artifact-free subtraction of signals during phase cycling of the INADEQUATE
pulse sequence. These improvements allow determination of the couplings in compounds
with non-equivalent silicon atoms. The currently achieved sensitivity might even permit
determination of coupling between equivalent atoms (by measuring the 2°Si—2°Si cou-
plings in, e.g. 1>C satellite spectra in which the '3C atom removes equivalence of the two

TABLE 3. Coupling constants J(*??Si—2?Si) in
compounds of the type (R3Si%)3SiBx#260

R X 17 (Psit -2siB)
CHj3 F 64.7
OCH; 66.2
cl 60.3
Br 57.7
I 55.1
CHj 62.0
H 60.3
Si(CH3)3 52.6
525
CH30 OCH; 144.1
cl 1443
Br 141.9
I 139.7
H 1324
Si(OCH3)3 122.2
Si4(OCH3)o 126.3
cl cl 133.1
Br 1302
I 125.0
H 121.0
SiCl3 109.3

@ Absolute values of coupling constants in Hz.
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TABLE 4. Coupling constants J(>*Si—2°Si) in compounds

with (Me3Si)3Si Groups? 261

Compound 17(Si*=SiB)
(Me3Si)3SiCOCMes 56.7
(Me3Si)3SiCOCEt3 55.8
(Me3Si)3SiCO(1-methyl-1-cyclohexyl) 56.1
(Me3Si)3SiCO[ 1-bicyclo[2.2.2]octyl] 56.1
(Me3Si)3SiCO(1-adamantyl) 56.2
(Me3Si)3SiCOPh 57.0
(Me3Si)3SiCOCcH4OMe-p 56.2
(Me3Si)3SiCOCgH4OMe-o 56.6
(Me3Si)3SiCOOH 55.7
(Me3Si)3SiCOOSiPhs 58.0
(Me3Si)3SiSiMes 52.5
(Me3Si®)3SiBSi€(SiPMe3 ),CMe, SiMes? 47.6

@Coupling constants J in Hz, C¢Dg solution.

bData from Reference 262.

17(siB—siC) = 30.6 Hz, 1J(Si€—SiP) = 56.7 Hz.

silicon nuclei by way of the different 13C isotopic effects on their 22Si chemical shifts).
On the other hand, detailed analysis of satellites in 'H NMR spectra of symmetrical
silanes with Si—H bonds can yield 298i—295j couplings as demonstrated by Pfisterer and
Dreeskamp?®3 on 2J(2°Si—0—2%Si) coupling in O(SiH3), (J = +1.0 £ 0.2 Hz) in 1969.
This approach is now facilitated by utilizing information provided by INADEQUATE
spectra measured without proton decoupling as verified on a number of symmetrical
disilanes?3°. The procedure is illustrated here in Figure 33. The power of the method to
determine otherwise inaccessible couplings between chemically equivalent nuclei should
be apparent from Table 5.

TABLE 5. Coupling constants (in Hz) in symmetrical disilane derivatives?

30

Compound L7*si-'H) 2J(**si—Si—'H) 3J('H-'H) L1(*Si—5i)
(H3Si) 772 £ 0.6
(HPh,Si), —188.6 -84 23 784 £ 1
(HBr;Si) —283.6 -333 39 1372 £ 0.5
(HI;Si) —271.0 -26.9 39 106.9 £ 0.5
(HTf,Si), -316.5 -253 35 137.0 £ 2
(H(t-Bu),Si) —1582 —6.0 0.9 62.6 £ 0.5
(HMe;Si), —163.3 -89 13 82.6 £ 0.5
(H,ISi), —2356 -137 3.1 924 £ 0.5
(H,PhSi), —193.1 —6.6 29 717 £ 1
(H,TfSi), —267.3 -15.1 2.6 106.5 + 1

“Data from Reference 264.

With this progress it is no surprise to see that the number of available J(2°Si—22Si)

values has greatly increased since the time of the exhaustive review of Marsmann®.

8

Most of the new data come from the polysilane area, with much less on two-bond
couplings, 2J(z‘)Si—O—ZQSi), in siloxanes, which are still rather scarce. Interesting
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FIGURE 33. 'H and 2Si NMR spectra of 1,1,2,2-tetraiododisilane, (HI,Si);: (a) 'H NMR spectrum
for determination of 3J(*H—'H) couplings (300 MHz); (b) 298 NMR coupled spectrum with both
J(*°Si—"H) couplings visible (59.63 MHz); (c) INADEQUATE spectrum, lines due to 2Si 28Si
isotopomer are marked by + sign (59.63 MHz, 600 increments, spectral width 2 kHz, relaxation
delay 60 s); (d) simulated AA’XX’ spectrum (the A transition marked by asterisks does not show
in the INADEQUATE spectrum). All spectra measured in ca 50% CgDg solution at 22 °C. Reprinted
from Reference 230, Copyright 1991, with permission from Elsevier Science

data®'®, including long-range 2°Si—2°Si couplings in polysilanes with a more complex
structure?*?, were already reproduced in this series’. Some selected data are presented
in Tables 3—-13.

The major trends or correlations governing one-bond couplings in disilanes have been
known since the pioneering work of Sharp and coworkers®®, who showed a linear
correlation between 'J(*Si—??Si) and the sum of the electronegativities of the six
substituents X on the two coupled silicon atoms (Xx,.) (Figure 34) and also suggested
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TABLE 6. Coupling constants 'J(*??Si—2°Si) in disilanes®

Compound Solvent 17(¥si—2981) Reference
Me;SiASiBMesH (CD3),CO 84.6 259
Me;Si®SiBMe,Ph (CD3),CO 86.1 259
Me;3SiASiBPhs CDCl; 86.5 259
Me;3SiASiBMe,Cl CDCl3 94.0 259
Me;3Si*SiBCl3 CDCl3 115.7 265
(Me3SiASiBMe,),NH CDCl; 96.0 259
Me;3SiASiBMe,F CDCl3 98.7 259
(Me3SiASiBMe;),0 CDCl; 103.4 259
Me3SiASiBMe,Br b 92.2 266
MesSiASiBMeBr, b 103 265
Cl3Si*SiBClMe, b 150.6 265
(MeO)3Si*SiPPh;3 b 160.0 259
Cl13SiASiBClMe b 245.6 265
Br3Si*SiPBrMe, b 127 265
MeH,Si* SiPHBrMe b 77.0 266

@ Absolute values of coupling constants in Hz, 0.5 Hz, assumed to be positive.
’No solvent was given.

TABLE 7. Coupling constants 'J(>*Si—?Si) in halodisilanes

Structure X =Cl X = Br¢ X=I
XH;SiSiH3 88.3 86.6 834
X, HSiSiH3 105.0 98.6

X,HSiSiH, X 128.04 113.6 97.8
X3SiSiH3 131.3 117.7 97.8
X3SiSiH, X 158.5 138.8 107.5
X3SiSiHX, 221.0 171.6 119.2

“Absolute values of coupling constants in Hz.

bData of Reference 267, error £0.5 Hz.
“Data of Reference 268, CgDg solutions.
4Error 6.0 Hz.

TABLE 8. Coupling constants J(*°Si—2°Si) in trisilanes®

Compound Solvent  'J(Si*—Si®) 1J(SiB—Si%)  2J(Si*—Si®)  Reference
(Me3Si®),SiBMe, CDCl3 73.2 259
(C13Si*), SiBCl, CeHs 186 259
Cl,Si*(SiPMes), b 76 265
H,Si?(SiPMes), b 69 265
CLSi?(SiBCIMe,), b 98 265
Br,SiA(SiBBrMe; ), b 90 265
H,Si*(SiBHMe,), b 68 265
Me; Si*(SiBBrMe»)» CsHsCH3 79 266
Me,Si*(SiBHMe;), CgH5CH;3 72 266
BrMeSiA(SiPBrMe;),  CgHsCHj 84 266

continued overleaf
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TABLE 8. (continued)

287

Compound Solvent  'J(Si*=SiB) 1J(SiB—=Si€) 2J(Si*—Si€) Reference
HMeSi* (SiPHMe;), CgHsCH3 70 266
H,MeSi*SiPMe,Si®Me; b 68.3 75.3 7.9 269
F>MeSiASiBMe, SiMe; b 99.4 75.1 9.4 269
Cl,MeSi*SiBMe, Si®Mes b 83.1 75.6 112 269
Br,MeSiASiBMe,Si®Mes b 74.6 75.4 11.8 269
I,MeSi*SiBMe, Si®Me; b 64.4 74.7 122 269
(MeO),MeSi*SiPMe, Si®Mes b 106.0 74.2 5.9 269
PhyMeSi* SiBMe, Si®Mes b 73.5 727 7.6 269
(HMe;Si),SiMeH b 70.4 269
(FMe, Si), SiMeF b 96.8 269
(CIMe;,Si)>SiMeCl b 89.3 269
(BrMe, Si), SiMeBr b 84.4 269
(IMe;Si), SiMel b 76.8 269
(MeOMe;Si),SiMeOMe b 94.9 269
(PhMe;Si)>SiMePh b 72.1 269
(Cl3Si),SiMe, b 121.1 269
(Br3Si)»SiMe, b 105.7 269
(I3Si),SiMe, b 82.2 269
((Me0)3S51),SiMe, b 143.7 269
(Ph3Si)2SiMe; b 74.4 269
(HMe;Si),SiMe, Ce¢Dg, ¢ 72.3 270
(FMe; Si),SiMe, CgDg, ¢ 85.9 270
(CIMe;Si),SiMe; Ce¢Dg, ¢ 81.5 270
(BrMe; Si), SiMe, CgDg, ¢ 78.7 270
(IMe,Si),SiMe, Ce¢Dg, ¢ 74.6 270
(MeOMe;,Si),SiMe, CgDg, ¢ 85.1 270
(PhMe, Si)>SiMe, Ce¢Dg, ¢ 72.7 270
(HMe;Si),SiMeH CgDg, ¢ 70.4 270
(FMe; Si);SiMeF Ce¢Dg, ¢ 96.8 270
(CIMe;,Si)>SiMeCl CgDg, ¢ 89.3 270
(BrMe;Si);SiMeBr CgDg, ¢ 84.4 270
(IMe;Si), SiMel CgDg, ¢ 76.8 270
(MeOMe;Si), SiMeOMe Ce¢Dg, ¢ 94.9 270
(PhMe;Si)>SiMePh CgDg, ¢ 72.1 270
(EtyN)»SiA (SiBMes), CDCl; 92.0 271
EtoNSi®(SiPMes)3 CDCl3 65.8 271
(Me3Si*),SiBCl, CDCl; 75.9 271
(Me3Si®),SiBBr, CDCl3 69.4 271
(Me3Si*),SiPI, CDCl; 62.4 271
Et;NCISiA (SiBMes), CDCl3 89.0 271
(IH,Si*),SiPH, CsDg 76.1 272
(IH,Si*), SiBHI CeDg 78.6 272
(I3Si4),SiP1,SiCHj CsDg 89.6 75.9 18.1 272

4 Absolute values of coupling constants in Hz, !J assumed to be positive, assumed accuracy +0.5 Hz.

bNo experimental conditions given.
€50% solution at 22 °C.
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TABLE 9. Coupling constants 'J(*?Si—2°Si) in tetra- and oligosilanes®

Compound Solvent 1J(SiA—SiB) Reference
(Me3Si®)4SiB CDCl; 52.5 259
(Cl3Si%)4SiB CDCl; 110.5 259
Si*Me(SiBCIMe,)(Si®Mes), b 63 273
Si®Me(SiBCIMe,)»(Si®Mes) b 63 273
Si*Me(SiBHMe;, ), (Si®Me3) b 61 273
Si*Me(SiBCIMe, )3 b 70 273
Si*Me(SiBCIMe,)»(Si®HMe,) b 69 273
Si*Me(SiBHMe;)s b 62 273
Si*Me(SiBCl,Me); b 86.4 273
Si®*Me(SiBCl,Me),(Si®H, Me) b 82.2 273
Si®Me(SiBCl,Me)(SiH,Me), b 61.8 273
Si*Me(SiBH,Me); b 61.8 273
MeSi?(SiBMes)s b 62.0 274
MeSi4(SiBMe, H)3 b 61.8 274
MeSi* (SiBMe, F)3 b 73.6¢ 274
MeSiA(SiBMe,Cl)3 b 70.1 274
MeSi*(Si®Me,Br); b 67.6 274
MeSi* (SiBMe,I); b 63.8 274
[(Me3SiB),MeSit], b 61.9 274
[(Me,HSiB),MeSiA ], b 61.6 274
[(Me>FSiB),MeSit], b 73.4 274
[(Me,CISiB);MeSiA], b 69.0 274
[(Me>BrSiP),MeSi* 1, b 66.2 274
[(Me>ISiB),MeSi* ], b 62.1 274
Si*Me(SiBHMe,)»(Si®Me3) CgHs5CH;3 61 266
SiAMe(SiPBrMe, )3 CeHs5CH;3 68 266
Si*Me(SiBHMe»)3 CgHs5CH;3 62 266
Si®Me(SiBBr,Me)3 CgHs5CH;3 79.5 266
SiAMe(SiBH,Me)(Si®Br,Me), CeHs5CH;3 74.8 266
Si*Me(SiBH,Me), (Si®BryMe) CgHs5CH3 65 266
Si®Me(SiBH,Me)s CgHs5CH;3 61.8 266
SiA(SiBBrMe»)4 CeHs5CH;3 57 266
Si*Me(SiBBrMe; ) (SiMe3) CsHs5CH;3 64.5 266
P(Si®Me,SiBMe,)3SiMe b 66.7¢ 276
(PhMe, Si* SiBMe, )3 Si®Me b 71.9¢ 276
(TfMe,Si*SiPMe, )3 Si®Me b 7747 276
(CIMe,Si* SiBMe,)3SiCMe b 78.58 276
[(PhaMeSi*), SiPMel, b 61.0 277
[(PhMe,Si*), SiBMel, b 61.0 277
(Ph3Si*)3SiPMe b 61.0 277

continued overleaf



3. 29Si NMR experiments in solutions of organosilicon compounds
TABLE 9. (continued)

Compound Solvent 17(SiA—SiB) Reference
(PhyMeSi*)3;SiBMe b 61.8 277
(PhMe;Si*)3SiBMe b 62.6 277
(Ph;MeSi*)3;SiBPh b 61.0 277
(PhMe,Si*)3SiBPh b 61.0 277

@ Absolute values of coupling constants, assumed to be positive259.

bNo experimental conditions given.

“Value reported earlier (59.9 Hz)275 was in error.

40ther couplings: '7(298iB—295iC) = 51.4 Hz, 27(*%Si*=295iC) = 9.0 Hz.
¢QOther couplings: 17(298iB—298iC) = 50.0 Hz, 27 (?°SiA —295iC) = 6.1 Hz.
f Other couplings: 17(298iB-298iC) = 53.3 Hz, 2J(*°SiA-295iC) = 7.9 Hz.
80ther couplings: 17(298iB—-295iC) = 52.5 Hz, 27(¥siA =295iC) = 6.5 Hz.

TABLE 10. Coupling constants J(>Si—?Si) in SisPhoX (20)°

X 1j(sil —si?) 2J(sil=sid) 1J(Si2—Si3) 2J(Si2—Si%)
OTf 60.4 147 60.7 95
F 66.0 13.1 65.9 95
Cl 61.9 13.6 60.9 99
Br 13.8 61.2 10.0
I 55.8 14.0 55.9 10.2
H 10.6

4Data from Reference 219, CgDg solution (22 °C) at 59.6 MHz, absolute values of coupling
constants in Hz.

X Ph
NIV
/Sl\

Ph,Sis ' > SiPh,

4 3/,
Ph,Si— SiPh,

(20)

TABLE 11. Selected coupling constants J(®Si—2Si) in trans-1,3-
SisPhgX, (21)4

X 1y(sil —si?) 2J(Sil—si%) 2J(Si2—Si%)
OTf 63.1 12.0 10.4
F 66.1 10.2 142
cl 62.2 11.9 11.5
Br 122 10.7
I 56.8 12.8 9.8
H 8.3

4Data from Reference 219, C¢Dg solution (22 °C) at 59.6 MHz, absolute values
of coupling constants in Hz.
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TABLE 12.  Coupling constants J(*Si—2Si) in selected compounds®?

Compound 17(¥si—2981) nJ(*Si—2Si) (n > 2)
22 68.4 (C-D) 49 (B-D)
65.4 (A-B) 2.9 (A-C)
57.6 (B-C) 2.9 (A-D)
23 62.1 (C-D or C'-D) 9.4 (B-D or B’-D)
57.4 (A-B or A-B’) 8.2 (A-C or A-C))
¢(B-C, B’-C")
24 57.6 (A-B or A-B’) 9.8 (A-C or A-C)
¢(B-C, B'-C") 9.8 (B-C/, C-B)
25 46.9 (A-B or A-B’) 27.3 (A-C)
46.9 (B-C or B’-C)
26 24.1 (A-B or A-B)

9Data of Reference 240; absolute values of coupling constants in Hz, measured in
CgDg solutions at 25°C at 53.7 MHz.

D The letters in parentheses refer to the silicon atom labeling shown in the structures.

“The chemical shifts of these 29Si nuclei were too close to permit accurate measure-
ment of the coupling constant between them.

X Ph " Ph t-Bu\ /Ph
1 1 PN
s, Ph Me,B'Si iBM
Ph,Si2 | 3 SiPhy Eusid” s’ e S |Sl 2
R i¢
X~ ~Si—SiPh .D/ Ph Me,~ Si . Si~Me,
Me,Si ~ /Sl
Ph Bu-1 M Me
21 (22) (23)
t-Bu t-Bu ~Bu fBu
T | o |
D s rBuSi i SiF T SiB
Me,P'si \/SiBMe2 \/ ‘ M ‘ ‘\SA/ ‘
B' . . 1
, Si Si Ph>" Ph
Me,C’ Si— SiCMe, ‘ Ph ‘ Ph
Ph  +Bu +-Bu
(24) (25) (26)

TABLE 13. Coupling constants in selected
silaethylenes, 27¢

R LI(SiA—SiB)
CMes 70.8
CEt3 73.2
1-(1-Methylcyclohexyl) 72.1
1-Adamantyl 72.0

“Absolute values of coupling constants in Hz, mea-
sured in CgDg; data taken from Reference 261.
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FIGURE 34. Correlation of |'J(*Si—2°Si)| (1/(SiSi)) coupling constants vs the sum of the sub-
stituent electronegativities (X Xx) in substituted disilanes. Reprinted with permission from Refer-

ence 259. Copyright 1976 American Chemical Society

some parallels between the trends in these couplings and trends in 'J(*Si—13C) and
17(13C—13C) couplings, including their relationships with the s-character of the carbon
nuclear involved in 'J(??Si—!3C). Correlations with chemical shifts were poor. Extrap-
olation of the correlation with electronegativity led to the prediction of 'J(??Si—22Si) =
40-45 Hz in disilane, SixHe. Theoretical calculations yielded the values of 10.3 Hz>"8
and 95.03 Hz2"° while the experimentally found value is 77.2 Hz in (SiHyD),2%*. In
a series of chlorohydrogen disilanes, Si>Cl,Hg_,, the J(>?Si—27Si) coupling increases
with n, but the dependence is not linear (Table 6) and no relation to 17Si—'H) or
27(*Si—'H) could be found?¢”.

Comparison with 17%si—13C) and 'y(3C-130) couplings and the fact that there
are no coupling values close to zero lead to the suggestion that !J(*?Si—27Si) as well
as the reduced coupling 'K (*Si—??Si) are positive?®®. Small couplings were not found
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even in silanes with sterically demanding substituents that have a long Si—Si bond and
a small force constant?3; the positive sign is generally accepted. The positive sign
of 17(¥9si—298i) coupling in Si(SiMes)s was confirmed by heteronuclear correlation
experiment?30. To the best of our knowledge, experiments like SLAP?8! =283 have not
been applied to organosilicon compounds to determine experimentally the relative signs
of the J(*?°Si—2°Si) couplings.

In an extensive study of tetrasilanes of the type (R3Si)3Si—X, Marsmann and
coworkers®? found that the coupling increases with the electronegativities of both R
and X, the effect of R being dominant, but the dependence on the electronegativity
is not so clear in a series with a fixed substituent R (Table 3). Similarly, correlation
between 1J(?9Si—29Si) and 'J(**Si—13C) (in compounds with R = CH3) has the shape
of a parabola. These observations could be understood in terms of the role of substituent
electronegativity on rehybridization of the silicon atom. The role of silicon hybridization
was stressed by Brook and coworkers26!, who noted that the one-bond coupling between
two sp3 hybridized silicon atoms is about 56 Hz and that between one sp3 and one sp2
hybridized silicon is about 72 Hz (Table 4).

Subsequent studies used different electronegativity scales , introduced a quadratic
term234-285 ((% X,.) and extended the correlation with electronegativity holding for disi-
lanes to higher silanes?’%-27! Attempts to correlate these couplings with other polarity
descriptors did not improve the fit, and an attempt to correlate them with bond length
failed?30. Interesting correlations with Si—Si valence force constants?30-269.286 and het-
eronuclear 'J(*Si—'H) couplings?3® were advanced (Figures 35 and 36). While the
values of 1J(2?Si—27Si) couplings increase with the substituent electronegativity accord-
ing to the above-mentioned correlation, 2J(*?Si—2?Si) couplings appear to decrease in
oligosilanes?”4.

Not in line with these correlations, the 'J(??Si—2°Si) coupling in 28 is slightly larger
(89 Hz) than that in 29 (84 Hz). In the latter compound, one of the silicon atoms is
bonded to a sp? centre287. (At the same time the values found in 29 are close to those in
disilanes, which suggests that little or no 77-bonding is presentZ8.)

230,284

£(SiSi) (N/m)
S
|

100 200
17 (Hz)

FIGURE 35. Correlation between 'J(*Si—2°Si) coupling constants and Si—Si valence force con-
stants f(SiSi) (N/m) in oligosilanes. Reprinted from Reference 269. Copyright 1995, with permission
from Elsevier Science
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FIGURE 36. Correlation between !J(?°Si—2°Si) and ' /(**Si—!H) coupling constants in symmetrical

dihydrodisilanes X, HSiSiHX, and tetrahydrodisilanes XH,SiSiH>X, X = Ph, C, Br, IMe, ¢-Bu, OTf
(OSO,CF3). Reprinted from Reference 230, Copyright 1991, with permission from Elsevier Science
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In oligosilyl anions, 298295 couplings provide a good measure of the negative charge
on the metallated silicon while the chemical shifts do not appear reliable in this respectzgg.

Data on long-range couplings "J ®si—2si) through other than a Si—Si pathway are
scarce. An example of 31(¥si—Cc—C—2si) coupling (8.9 Hz)?%0 is given in Figure 37.
Two-bond Si—O—Si couplings in the range 1.2—-2.5 Hz enable double-quantum filtration
of COSY spectra (DQF COSY) of siloxanes that are so useful for assignment and determi-
nation of their structure?>®=2%8 Two-bond Si—N—Si couplings are of similar magnitude
(1.0-3.1 H»)®!.

The limited data available on polysilanes (Table 12) allowed Kuroda and coworkers*
to draw some obvious conclusions: two- and three-bond couplings are an order of mag-
nitude smaller than one-bond couplings. While the one-bond couplings increase with ring
size, the two-bond couplings decrease and the changes are more pronounced in strained

0
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FIGURE 37. Me3SiCH, part of refocused INEPT 2°Si NMR spectrum of 30. Arrows mark 22Si
satellites due to 3J(¥*Si—C—C—29Si) coupling while asterisks denote B¢ satellites [99.3 MHz,

toluene-dg solution, 3.J (*?Si—C—C—2%Si) = 8.9 Hz]. Reproduced by permission of Wiley-VCH from
Reference 290
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systems. The trend found for one-bond couplings is consistent with the correlation of 'J
with the amount of s-character of the silicon atom orbitals participating in the Si—Si bond.

In phenylated cyclopentasilanes, SisPhoX (Tables 10 and 11), the 17(298i—29Si) values
for the substituted silicon atom increase and the 2J(2°Si—29Si) values decrease with the
increasing electronegativity of the halogen substituent?!®. In related methyl derivatives
SisMegX, SisMegSiMe, X and SigMeq1X such correlations with electronegativity hold
only for 1J(Sil1—Si2) couplings®2.
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Two areas of applications of 2?Si—2?Si coupling are already established: (i) in oligo-
and polysilanes the coupling constant values are needed to set correctly 2D INADEQUATE
experiments for establishing Si—Si connectivity [similarly, 2J(**Si—0—2°Si) couplings
could be used in siloxanes] and (ii) in elucidating the bonding in some compounds through
the relation with o* orbital contribution or s-character in the Si—Si bond. Let us look into
some illustrative examples of the latter.

Comparison of the coupling constant 'J(*?Si—2?Si) in unsymmetrical aryldisilenes
[17(**Si—2°Si) = 155-160 Hz] with those in aryldisilanes (around 85 Hz) indicated
much greater s character in the ogj—g; bond in disilenes than in disilanes, consistent
with approximate sp? hybridization of the Si atoms in the disilenes?>. A similar compar-
ison of the J(3Si—2%Si) coupling found in 1,3-cyclodisiloxanes (3.8—4.0 Hz) with the
17(?2Si—22Si) couplings typical for organodisilanes (80—90 Hz) and 2J(**Si—0—2Si)
couplings in siloxanes (1-4 Hz) led to the rejection of the hypothesis that there is a o
bond between the silicon atoms in 1,3-disiloxanes?3. The o bond between the silicon
atoms (structure 31) would lead to a much larger J (*°Si—29Si) than in structure 32. The
values found indicate that there is little if any s orbital contribution to the bonding between
the silicon atoms in 1,3-cyclodisiloxanes.

N NN

Si—/Si Sl\ /Sl
SN OGN
(31) (32)

Analogous lines of thought provided support for the model of the bonding in
disilaoxiranes?%*. According to this model a significant amount of double bond character
of the disilene is retained in the oxirane. Accordingly, the 'J ®si—28i) coupling of
99 Hz in an unsymmetrical aryldisilaoxirane is intermediate between the couplings in
aryldisilanes and aryldisilenes (the ranges given above). Thus, the disilaoxiranes have
some of the character of 33 as well as oxiranes 34.

0
! /\

RZSi%:suzz R,Si— SiR,
33) (34)

The 1D INADEQUATE spectrum of 17 shown in Figure 27 indicates 'J(2°Si—29Si) =
108 Hz, the value attesting to a larger s character in the Si—Si bond than in disilanes
(with smaller coupling constants). The value is close to that found in 1,2-dioxadisiletane
(96-98 Hz), which indicates similarity of the unusual bonding in these isoelectronic ring
systems>38,

The unusually small value of the coupling constant, 'J (¥Si—2%Si) = 19.1 Hz, in
(pentamethyldisilanyl)lithium, (Me3SiSiMe;)Li, supports the suggestion that the negative
charge is localized on the silicon atom attached to the lithium. This small value was found
in THF-dg solution at 180 K where the compound is monomeric; in toluene or benzene
solutions the coupling was much larger, 'J(*?°Si—2°Si) = 43.2 Hz, due to aggregation
with lesser ionic and more covalent character of the compound in these solvents?®>.
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B. Triple Resonance

Triple resonance experiments are used when double resonance experiments (either 1D
or 2D) fail to provide the needed answer, whether it be assignment of >°Si lines, their
resolution, or separation of NMR parameters. A number of determinations, however, can
be carried out using pseudo-triple resonance that is less demanding on the spectrometer
hardware as described in Sections V.B, VI.A, and VI.C.2.

Triple resonance does not necessarily mean 3D spectroscopy, a point that is often
misunderstood. A 3D experiment (i.e. experiment that depends on three varied time
parameters, is usually subject to three Fourier transforms and requires presentation as
a 4-dimensional result) might use only resonance of one nucleus or two nuclei. Triple
resonance requires spectrometer hardware capable of irradiating three different isotopes in
the sample in one experiment (in addition to locking). Until recently, such hardware was
not commercially available and so the experiments could be done only in laboratories
with sufficient technical expertise and resources to carry out the necessary modifica-
tions. Usually, the resulting spectra were 1D spectra, as exemplified by assignment
techniques based on 22Si—0—13C couplings*’+293:254 At present, all leading manufac-
turers offer multichannel spectrometers (allowing a much higher number of nuclei to be
irradiated), but the standard probe offering usually does not include 2°Si multinuclear
probes. Certainly, this picture will change with growing demand and with progress in
probe design. The demand will certainly come, as triple resonance is the only choice
for assigning 2°Si resonances experimentally in a number of heteronuclear moieties, and
also as a consequence of the elegant 3D triple-resonance (\H—'3C—27Si) experiments of
Rinaldi’s group which demonstrated the power of the method to solve significant chemical
problems.

1. 1D experiments

The simplest triple resonance experiments to perform are 'H—29Si INEPT experiments
employing decoupling of another nucleus, usually 3p. These experiments are described
in Section V.B.

Experiments involving decoupling of less abundant nuclei are somewhat more sophis-

ticated. In selective decoupling experiments used for 2°Si signal assignment in cases
where other methods cannot be applied, e.g. in fragments containing Si—X—C= (X = O,
N, quaternary C etc.), one can use either Bec_{Psi} or ¥si—{13¢) experiment (both
combined with proton decoupling). The 'H—13C—29Si triple resonance is a demanding
experiment, as it detects only the 0.05% of the molecules in the sample that contain such
an isotopomer.

Of the two possibilities, one has to choose that which gives satellites easier to distinguish
from other signals in the spectrum. The two >Si satellites in the '3C spectrum each amount
to 2.4% of the centre line (i.e. in the '3C—{2°Si} experiment) while those of 3¢ only
amount to 0.6% of the central 2°Si line (in the 2°Si—{!3C} experiment). Experiments
of the former type had already been performed in 1985%7 in the very simple and not
sophisticated manner offered by the then current spectrometers. The 3C NMR spectra
were recorded with proton broad-band decoupling and with selective continuous 2°Si
decoupling. The decoupling frequency alternated between two values in two consecutive
scans and the FIDs were summed with opposite signs. If both decoupler frequencies were
far away from the silicon resonance frequency, the subtracted FIDs completely cancel.

When the two frequencies are near the 2?Si resonance, the coupling is reduced, the centre
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FIGURE 38. Scheme of resultant '3C NMR spectrum formation from two subtracted spectra
with different selective decoupling 2%Si frequencies. Reproduced with permission of Collection of
Czechoslovak Chemical Communications from Reference 47

line is suppressed, and two pairs of satellites with residual splittings and opposite phases
appear in the spectrum (Figure 38). When one of the frequencies is on the 298 resonance,
the corresponding satellites collapse and the spectrum has the appearance shown in the
figure. The method is generally applicable to other cases, for example cases of unresolved
'H spectra. It requires, however, that the 2°Si lines be well separated. If that is not the
case, perhaps the reverse experiment of the type 22Si—{!3C} could be employed in spite
of the lower relative intensity of the satellites.

Another 1D experiment that can be and has been utilized for 2°Si line assignment in
even more difficult situations [with J(3*Si—13C) ~ 1-2 Hz] is selective heteronuclear
INADEQUATE®3254 1D heteronuclear INADEQUATE with 13C detection is a simple
two-step pulse sequence in which the pulses are applied simultaneously to both nuclei:

YH . decouple broad-band
it 907 — T — 1805, — 7 — 907 — A — 90},
Bc: 900 -7 1805, — 7 — 903 — A — 904 — acquire ()

(With current understanding of multiple quantum coherences, the sequence could be
simplified.)

When more than one long-range coupling affects some carbon nuclei, the satellite spec-
tra can be quite complicated. For that reason the selective version is advantageous. At
present, a number of selective pulses to achieve this goal are available, but in 1985 the
authors could achieve the selectivity by weak long pulses on the frequency of the 2gi
NMR line, which leaves only the 298;i satellites of the carbons coupled to that sili-
con in the INADEQUATE spectrum. A typical example of such spectra is shown in
Figure 39 for three selective experiments performed on the Si-1, Si-2 and Si-3 lines in
the spectrum of 2,3,4-tris(O-trimethylsilyl)-1,6-anhydro--D-glucopyranose (2). The 13C
lines were assigned to the carbon atoms as indicated on the top of the figure by standard
2D NMR techniques. Obviously, when the 2°Si frequency is set on the Si-2 frequency,
satellites of C-2 and C-3 are apparent in the INADEQUATE spectrum since the two- and
three-bond couplings J(*?Si—'3C) are of similar magnitude. Application of this method
requires careful calibration of the rf field strength. The method works well even if the
coupling constants are small.
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FIGURE 39. The 2°Si satellites in the '>C NMR spectra of 2 at 90.6 MHz measured with the
selective heteronuclear INADEQUATE (the 2°Si line selectively irradiated is indicated on the left
for each trace, 13C assignment is given on the top). Total experimental time 15 min. Reproduced by
permission of John Wiley & Sons, Ltd from Reference 253

2. 2D experiments

The requirements of general X-Y heteronuclear?*® and especially X-13¢19? two-
dimensional correlations have recently been reviewed by Berger and coworkers; the
reviews included examples of X =22Si but did not cover pulsed field gradient variants of
the methods. They viewed Y—X heteronuclear correlations as a simple alteration of the
better known H—X correlations (double resonance) in which proton pulses are replaced by
Y pulses while protons are continuously broad-band decoupled. In such a case there are
three classes of methods: (1) HETCOR in which nucleus Y is first permitted to develop
during evolution time #; (according to its chemical shift with or without the coupling) and
then polarization is transferred to nucleus X, which is detected; (2) HMQC (or HMBC)
in which heteronuclear double-quantum correlation is created first, and after its evolution
under the influence of the chemical shift of nucleus Y it is converted back to magnetiza-
tion of X, which is detected; (3) HSQC in which INEPT first transfers polarization from
X to Y and after evolution is brought back to X, which is detected. In shorthand these
sequences are:

HETCOR:
YH :  decouple broad-band
X: 180; 180°_X 902 180; acquire (x)
Y: 90, —1/2— —1/2—A— 180, — A — 90, — A — 1802, — A — (decouple)
HMQC:
YH . decouple broad-band
X: 90; 1803 acquire(x)

Y: —2A —90 —11/2 — —11/2 —90; — 2A — (decouple)
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HSQC:

YH :  decouple broad-band
X: 90;—A—180;—A— 90; 180, 907, 1807 acquire(x)

Y: 180}, 90, —11/2— —11/2— 902—A— 180; — A — (decouple)

where A is the usual delay {1/[4-J(XY)], assuming no X or Y equivalent nuclei}. In
the case of 2°Si correlations 'H broad-band decoupling should be applied only during
acquisition (NOE); to eliminate effects of proton couplings during the sequence, the 180°
pulses in X and Y channels should be accompanied by simultaneous refocusing proton
pulses.

The optional decoupling of nuclei X or Y further enhances the signal-to-noise ratio but
might limit the length of acquisition (i.e. resolution along the F2 axis), as otherwise the
dissipated heat might damage the probe. If decoupling is not needed and if the antiphase
appearance of the signals can be tolerated, the final refocusing delay A can be dropped
from the sequences.

As in all correlation experiments, the experiments require measurable coupling between
nuclei X and Y and sufficiently slow relaxation so that non-equilibrium magnetizations
survive for the duration of the sequence.

HMQC and HSQC are about equally sensitive, the sensitivity being proportional to
(x)/2, but as the HSQC pulse sequence uses more than twice as many pulses as HMQC,
the latter is preferred (especially on older spectrometers). Both use two polarization trans-
fer steps while HETCOR uses only one transfer. If the coupling constants vary within
the sample, HETCOR might be a better choice for lower losses in polarization transfers.
Since the sensitivity of HETCOR is proportional to (yx)>/2(yy), the choice of nucleus
for detection is not trivial.

One should realize that in all three methods one needs not only high sensitivity but
also good suppression of signals coming from the other isotopomers. For example, when
298 is used for detection in an 22Si—!°F correlation experiment, each line is split by
J(*Si—19F) couplings, but if I9F detection is used instead, only 4.7% of the satellites
are of interest and the central line (95.3%) must be suppressed.

Another important consideration is the linewidth and lineshape. The detected nucleus
should have narrow lines, as narrow lines indicate the long T, relaxation times that are
needed for the magnetization to survive for the duration of the sequence. The linewidth
and lineshape are especially important if closely spaced lines are expected in a spectrum
of large width. In 2D experiments one can use a sufficiently long acquisition time (7)
to resolve close lines without prolonging the total measuring time excessively, so it is
advantageous when the most sensitive coil also has the narrowest lines. Resolving such
closely spaced lines along the F1 axis with a large spectral width would require a very
large number of increments and lead to a very long experimental time. Fortunately, 29Si
lines are usually narrow. Long T relaxation of 29Si is a disadvantage, as it calls for slow
repetition in 2%Si detected HSQC and HMQC experiments and 2°Si indirectly detected
HETCOR triple resonance experiments.

In practice, one must also consider the properties of the available probe (additional
channels in the commercial spectrometers are usually broad-band). Complete freedom
for the experimentalist would be provided if the probe had a "H coil on the outside
(as broad-band probes do) and the inner coil(s) for X and Y tunable and with equal
sensitivity for X and Y. Such probes are not offered, and if they were, their performance
would probably be poor (sensitivity, handling, pulse length etc.) as the price to pay for the
flexibility. The second choice would be a 'H—2Si—X probe; such probes are available,
but more common are 'H—'3C—X probes (with inverse configuration, i.e. with a 'H
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inner coil designed for maximum sensitivity). Of course, the latter probes limit the choice
of heteronuclear correlations to 2°Si—!'3C correlations. Of the two heteronuclei available
on a given probe, the one that offers the highest sensitivity should be used for detection
(in place of nucleus X in the above pulse sequences) unless the sample is enriched in
the other isotope. A good estimate of sensitivity is the pulse length as given in the probe
specification divided by the resonance frequency; a shorter 90° pulse means better coupling
between the coil and the sample (values of S/N usually given in the probe specification
refer to a standard solution that is different for each nucleus, and thus the value might be
misleading). A short duration of 90° and especially 180° pulses disposes of the need to
use composite pulses to cover the whole spectral range in high field spectrometers.

The sensitivity of these experiments can be increased by employing INEPT polarization
transfer to nucleus Y in HETCOR or to nucleus X in HMQC or HSQC in place of the
first 90° pulse (as in a number of 3D experiments). The INEPT-HMQC combination:

'H: 90; — A — 180] — A — 90;, decouple broad-band . ..
25i 1807 90, —d — 180; acquire (x)
Bc . 907 —11/2 — —11/2 — 90,

with A = 1/[4](298i—1H)] andd = 1/[2J(298i—13C)] was used for 22Si—13C correlation
by Berger®’. In this sequence, delay d represents some compromise value between the
requirements of optimum start of proton decoupling and polarization transfer 2°Si — 13C.
The power of the method is apparent from Figure 40, where the region of *Si NMR
signals of siloxane oil D units is resolved (note that no '3C decoupling is used in the
sequence and so 2?Si—!3C couplings also spread the signals along the F1 axis).

An interesting and instructive example was provided by Bohler and Giinther who
successfully ran a 6Li—29Si HMQC experiment (with ®Li detection in a sample enriched
above 98% in 6Li) on 1,4-diphenyl-1,2,3,4-tetrakis(trimethylsilyl)butane-1,4-diyldilithium
(35). Using the above INEPT-HMQC sequence without decoupling and refocusing, they
saw (Figure 41) cross-peaks due to 2J (2?Si—°Li) = 0.3 Hz and 3J(*Si—°Li) = 0.7 Hz
couplings. The problem of the probe was overcome by running the experiment without
lock and tuning the lock coil to SLi resonance.

298

Me;Si Li SiMe;
AN
am C C
H H

Li*

MesSi  SiMes
(35)
Pulsed field gradient variants of the above sequences have been described; HMQC and
HSQC have in their gradient versions a higher sensitivity as they allow the use of higher
spectrometer gain and usually lead to ‘cleaner’ spectra with fewer artifacts. For a review
see Reference 299.
3. 3D experiments

In addition to the above-mentioned challenges of all triple resonance experiments,
pulse sequences for 3D experiments are demanding to develop and test as well as to run
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FIGURE 40. 2°Si detected 2°Si—'3C correlated 2D spectrum enhanced by 'H—2Si INEPT (50%
solution of polymer silicon oil in CD3COCD3; triple resonance probe with 'H inner coil double
tuned to '3C frequency, 64 increments with 128 scans each, 1024 data points in F2 relaxation delay
3s,d=7ms and A = 30 ms). Reproduced by permission of Academic Press from Reference 297

routinely. For example, the sequences used for 3D correlations (the pulse sequences with
phase cycling are given in the references or in the references cited therein) contain more
than 30 pulses (some 90°, some 180° pulses in 'H, '3C and 2°Si channels) with 2 to 3
gradient pulses and a number of delays between them, all of which must be calibrated
or optimized. (And, of course, heteronuclear decoupling of 13C and 2%Si nuclei during
acquisition if 'H detection is used.) However, the experimentalist is rewarded with results
that are unlikely to be obtained in any other way.

In their study of poly(l-phenyl-1-silabutane) (36) tacticity?®> Rinaldi and coworkers
used a sequence of INEPT transfers g B¢, Be »295i; 8§ —»13¢; and 3C —»!H
based on 'J(13C—"H) and 2J(**Si—'3C) couplings with two gradient pulses to ensure that
only 'H signals from the 'H—'3C—?7Si isotopomer are detected. The 2J(**Si—!3C) cou-
pling was chosen instead of 17(?*Si—!3C) couplings, as correlation with the g methylene
'H and '3C resonances provides more useful information about the structure of the
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FIGURE 41. Part (a) is a °Li—2Si HMQC correlation for 35 (0.7 M in THF-dg) measured at
294 K [sweep width F1 (2%Si) 27.46 ppm at 79.5 MHz, ref. TMS; sweep width F2 (°Li) 3.05 ppm
at 58.6 MHz, 64 increments, acquisition time 5.71 s; evolution time determined by OLi relaxation].
The °Li signal at —1.20 ppm is not shown as it yields no cross-peaks —it is assigned to the solvent-
separated ‘external’ ®Li cation. Parts (b) and (c) are traces through the cross-peaks. Reprinted from
Reference 298. Copyright 1996, with permission from Elsevier Science

i
——si CH, CH, CH,—)
o B n
n=23
(36)

polymer. 2D "H—2Si long-range correlation (Figure 42, part a) revealed three additional
cross-peaks (D-F) not seen in the 1D spectra due to limited chemical shift dispersion
and assigned to penultimate silicon atoms. The three F2F3 slices from the 3D spec-
trum (Figure 42, parts b—d) are taken at the three different 2°Si chemical shifts of the
main-chain repeating units. Depending on whether or not the silicon has equivalent methy-
lene carbons two bonds away, the slice contains one or two cross-peaks along the B¢
axis. Along the 'H axis we see also one or two cross-peaks depending whether the two
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FIGURE 42. NMR spectra of poly(1-phenyl-1-silabutane). (a) Long-range 'H—2?Si HMQC 2D-
NMR spectrum [3J(¥Si—'H) = 9 Hz] showing 'H and *Si 1D spectra along F2 and F1 axes;
(b) F2F3 slice from 'H/'3C/*Si correlation 3D spectrum at 8(*Si) = —10.49; (¢) F2F3 slice from
TH/'3C/?%Si correlation 3D spectrum at §(>?Si) = —10.56; (d) F2F3 slice from 'H/'3C/*Si corre-
lation 3D spectrum at §(2?Si) = —10.62. The 3D spectrum was obtained with delays corresponding
to 2J(*?*Si—13C) = 5 Hz, 'J(13*C—"'H) = 140 Hz; total experiment time was 14 h. Reprinted with
permission from Reference 205. Copyright 1997 American Chemical Society

methylene protons are equivalent (racemic diads, r) or not (meso diads, m). Using this
reasoning, the 2°Si lines could be assigned to different triads and the polymer structure
elucidated without isotopic labeling or stereoselective synthesis. Similarly, with a slightly
different pulse sequence the same group managed to assign completely the spectra of two
carbosilane dendrimers {first generation, Si(CH,CH;SiHMe,)4, and second generation,
Si[CH,>CH;,SiMe(CH>CH,SiHMe; )2 14}, and provide definitive proof of the structure300,

C. Selective Experiments

Selective excitation and selective detection have been recently reviewed by the rec-
ognized leaders in this field'> who viewed 2Si NMR applications from a broader
perspective. In this review we focus on those selective experiments that have found wider
use in studies of organosilicon compounds, selective INEPT and HEED as representatives
of the two classes (excitation and detection) of selective experiments. Some other selective
experiments are mentioned in other sections (e.g. SPT, selective decoupling, SPINEPTR,
¥-BIRD HMQC, DQF COSY).
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1. Selective excitation

Why would one like to have a selective version of non-selective polarization transfer
when the advantages of non-selective transfer over SPT are so obvious? The answer
is simple: in many cases selective INEPT (or DEPT) is easier to perform and offers
different control over the selectivity. In selective INEPT one selects the 'H multiplet
(together with its 29g; satellites) and by the choice of delay(s) T (and A) selects the
coupling (one-, two-bond etc.) active in the polarization transfer. In contrast, in the SPT
experiment one must locate the 29Si satellites of the selected multiplet in the '"H NMR
spectrum and invert it selectively; this is often difficult, particularly in the case of long-
range couplings when low-intensity 2°Si satellites are likely to be buried in other signals.
Hence, selective INEPT is more convenient to use than SPT, especially in the case of
unresolved resonances and complex coupling systems. In contrast to general INEPT or
DEPT experiments, the selective version yields assignment of 2%Si signals, providing that
the assignment of the 'H multiplet is clear.

The selectivity of INEPT can be achieved in the most straightforward way, as suggested
by Bax and coworkers301-302 by replacing all the ‘hard’ non-selective proton pulses
of INEPT with selective (‘soft’) pulses (this pulse sequence is sometimes denoted as
SPINEPT). To retain full sensitivity, the selective pulses must cover the selected multiplet
and its 2%Si satellites, i.e. the excitation band should be approximately equal to the width
of the multiplet plus the value of J(>*Si—'H) to be used for polarization transfer. For the
choice of suitable selective pulses, see Reference 135.

Selective INEPT can be run without decoupling and refocusing, and it can be further
combined with selective decoupling as described for 13C and >N NMR by Uhrin and
Liptaj303.

This all-proton-pulses-selective variant eliminates the undesirable influences of homonu-
clear (during 7 delay) and heteronuclear (during A delay) couplings. As Blechta and
SchramI%* had noted, the same can be achieved if all 90° proton pulses are retained as
‘hard” pulses and only the refocusing 180° pulses are made selective. This was a useful
simplification when DANTE pulse train had to be used to create selective pulses. More-
over, since the selective INEPT should yield enhancement of only one 2°Si line (which
is easy to phase), there is no need for the final refocusing and thus the final refocusing
pulses can also be omitted. The simplified pulse sequence for the selective INEPT is:

'H: 90 —7—n30 — ¢ — 905, — A — decouple
25i 1805, 90

x v acquire

where 0}680 denotes selective refocusing pulse. The delay A might require optimization
in the case of passive couplings of silicon to other protons. An example of an application
of selective INEPT is shown in Figure 43. In this example two 2°Si lines are assigned
to the silicon atoms in a bis(trimethylsiloxy) derivative of a steroid 37; the picture is
self-explanatory.

When a high selectivity is needed because of multiplet overlap in the 'H NMR spectrum,
the selective pulse can step through the proton multiplet and maximum 2°Si signal sought.
The procedure is illustrated in Figure 44, where it is shown that the low-frequency 2°Si
line (at 6 = 19.8) is due to the silicon from the Si—O—CH moiety (maximum signal when
'H multiplet around § = 3.86 is selected); the Si—O—CHj silicon has the strongest signal
when the selective pulse is at § = 3.56.

To excite only a satellite of a selected singlet line in the 'H NMR spectrum for the
measurements of heteronuclear couplings and/or isotopic shifts, INEPT can be combined
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FIGURE 43. Assignment of the two lines in the 2°Si NMR spectrum of methyl 3e,12a-bis(trimethyl-
siloxy)-58-cholenate, 37, by selective INEPT. Top trace: 2°Si INEPT spectrum; two middle traces:
selective INEPT spectra measured with selective excitation of 'H lines indicated by arrows in the
bottom trace with partially assigned '"H NMR spectrum (25 mg of the sample in 0.7 ml of CDCl3,
'H frequency 200 MHz, 2°Si frequency 39.7 MHz, 5 mm broad-band probe, selective pulse by
DANTE train, T = 70 ms, A = 149 ms). Reproduced with permission of Collection of Czechoslovak
Chemical Communications from Reference 304
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FIGURE 44. Assignment of the two lines in the 2°Si NMR spectrum of the compound shown in the
inset by selective INEPT. (TBDMS = Z-Bu Me,Si) Top trace: 2°Si NMR spectrum; middle trace:
CH—CHj part of 'H NMR spectrum; bottom traces: selective INEPT spectra measured with selective
pulses placed at the indicated positions in the 'H NMR spectrum (40 mg of the sample in 0.7 ml of
CDCls, 'H frequency 200 MHz, 2°Si frequency 39.7 MHz, 5 mm broad-band probe, all 'H pulses
soft pulses with pwgy = 8 ms, T =75 ms, A = 150 ms). Reproduced from Reference 136

with the ‘jump and return’ (JR) pulse'*3. The JR pulse pair (905 — 8 — 90"_x)305 replaces
the first 90° proton pulse in INEPT. Since the JR—INEPT combination requires placing
the 'H carrier at one of the satellites in the 'H NMR spectrum, the method has the
drawbacks of SPT experiments. The JR pulse pair has also been combined with the XYZ
sequence216 (Section VI.A.2).

As in other 1D assignment methods, the advantages of selective excitation over 2D
measurements include sensitivity, high resolution and time savings when the number of
295 lines to assign is low.

2. Selective detection

Various NMR pulse sequences contain certain building blocks like BIRD, INEPT,
refocusing delay etc., that perform some specific functions. A building block that serves



3. 29Si NMR experiments in solutions of organosilicon compounds 307

as a filter to eliminate broad lines from the resulting spectrum, i.e. a T filter'3%, was
dubbed HEED (Hahn spin-Echo ExtendeD)?% after it was used®® in a combination
with INEPT under the name INEPT+HE. HEED utilizes the large difference between
spin—spin relaxation times of narrow and broad lines in the NMR spectrum by delaying
the start of FID acquisition until the FID signal from the broad line is sufficiently weak.
Possible phase distortions of the desired signals are eliminated by a refocusing 180° pulse
in the middle of the delay; this experiment is performed by the pulse sequence known

since 1950 as a Hahn echo (HE)308:

g . decouple broad-band
298i . 90° — T — 180° — T — acquire

(HE was used, e.g., in 2°Si NMR to eliminate the broad signal coming from the glass
of the NMR tube and the probe insert.) The delayed acquisition leads, of course, to a
loss in sensitivity; the loss is determined by the difference in relaxation times 75 of the
desired and unwanted signals. The delay 27 can be adjusted experimentally according
to the linewidth of the broad line and the desired suppression of the unwanted broad
line. HEED takes the T—180°—T building block and inserts it into other pulse sequences
between the last (reading) pulse and acquisition (or, in other words, the 90° pulse of HE is
replaced in HEED combinations by another pulse sequence). So we have HEED-INEPT,
HEED-DEPT, HEED-HETCOR and possibly others. The combinations just mentioned are

discussed in great detail by the authors of the method3%® who have exploited them exten-
sively in numerous studies on a variety of compounds?!3-309=314 mainly for determining
298i—15N couplings (and their signs) and measurements of isotope effects, A>/14N(si),
on silicon chemical shifts2!3:315,

The 29Si—15N couplings, which are a valuable source of information, can be measured
directly from satellites in either 1°N or 22Si NMR spectra. The relative intensities of the
satellites suggest using measurements of 2°Si satellites in the YN NMR spectra (each of
the two 2%Si satellites in >N NMR spectrum has an intensity of 2.35% of the central
line; the 1°N satellite in 2°Si spectrum has a relative intensity of only 0.18%); the mea-
surements of 2?Si spectra are 8 times more sensitive than the measurement of >N NMR
spectra (at natural abundance). Since the centre line in the 2°Si NMR spectrum is due to
an N isotopomer, it is usually broadened because of scalar relaxation, which depends on
J(*°Si—'*N) coupling and the relaxation rate of 1*N nuclei*’’. Hence, HE can effectively

suppress the centre line and make the variant of measuring °N satellites in 2%Si spectra
more favorable. The sensitivity of these measurements can be enhanced by HEED-INEPT,

thus obviating the need for isotopic enrichment or triple resonance (2?Si— N—1H) exper-

iments. Measurement by HEED-INEPT does not require irradiation of >N nuclei and thus
the more common double resonance equipment is sufficient.
The original HEED-INEPT sequen06306’307 that enhances narrow lines is:

'H: 907 — 7 — 180} — 7 — 90 — A/2 — 180; — A/2 — decouple broad-band
2s8i 180° 90° 180° T — 1805 — T — acquire
where delays 7 and A have their usual meaning in an INEPT pulse sequence. The spectra
of HN(SiMe3), measured by simple INEPT and INEPT-HEED are compared in Figure 45.

The sequence can be simplified along the lines suggested by Blechta and Schram131°:

'H : 900 — 7 — 180 — 7 — 903 — A — decouple broad-band
2 1805 903 T — 1807 — T — A — acquire

X X
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(b)

FIGURE 45. 2°Si spectra of HN(SiMe3), (at 71.55 MHz, 80% in CgDg, 10 mm sample tube, 2 K
data points zero-filled to 8 K) acquired (a) with INEPT (16 transients); (b) the same as (a) after
Gaussian multiplication (LB = —1 Hz, GB = 0.7); (c) with DEPT (16 transients) — note the effect of
the longer sequence; (d) with HEED-INEPT (64 transients, T = 35.7 ms, A = 19.06 ms, T = 0.3 s).
Reproduced by permission of Academic Press from Reference 307

with two 180° pulses omitted and a seemingly prolonged pre-acquisition delay of A. The
overall duration of the delay (A 4 27) can be reduced by a corresponding adjustment of
the T delay!38.

Magnetic field shimming and elimination of temperature gradients or paramagnetic
impurities is important in carrying out these experiments. Otherwise, the line broadening
might reduce the difference between the effective relaxation times T'5 of the two nitrogen
isotopomers and detection of 1N satellites would be difficult. This is also the case with
chemical exchange broadened lines or the presence of other fast relaxing quadrupolar

nuclei. The authors213 prefer to perform these experiments on spectrometers with a lower
magnetic field B,.

As mentioned above, HEED can be also added to 2D heteronuclear correlations. Thus
we get basic HEED-HETCOR306:317;

g . 907 —11/2 — —11/2 =2A) — 90; — 2Ay — decouple broad-band
25 . 1803 90; T — 180, — T — acquire
or '"H—'H decoupled HEED-HETCOR3°:

'H: 905 —1/2— 905 — 2A1 — 1803 — 2A1 — 905 —11/2 — 2A1 — 905 — 2A5 — decouple broad-band
g : 1805 905 T — 1805 — T — acquire
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and INEPT based phase-sensitive HETCOR3%°:

g . 90;—11/2— —1/2—A1— 180;—A1— 90;—A2— 180;—A2— decouple broad-band
258i 1807 1807 90;, 1807 T — 180 — T —acquire

An example showing the relative advantages of 2D correlations measured by
HEED-HETCOR and phase-sensitive HEED-HETCOR is given in Figure 46.
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FIGURE 46. 2D 2Si—H correlation spectra (59.63 MHz) of Si—N silicon of Me3SiN=C=C
(SiMe3); measured by (a) HEED-HETCOR pulse sequence (magnitude mode, 16 increments, 128
transients and 1 K data points each zero-filled to 4 K, spectral width 120 Hz in F2 and 2 Hz in
F1 zero-filled to 64 W, Gaussian multiplication in both dimensions). Because of a sharp parent
line, a compromise delay 7 = 0.8 s has been used, giving rise to a rather intensive residual parent
peak. (b) The same spectrum measured by the phase-sensitive HEED-HETCOR based on INEPT
and shorter delay 7' = 0.28 s, which leads to an even stronger residual peak. Nevertheless, improved
resolution of the satellites was obtained in considerably shorter time: 32 transients per increment
were sufficient. Reproduced by permission of Academic Press from Reference 306
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In addition to determining the absolute value of J(**Si—!9N) coupling, the 2D corre-
lations often yield the relative signs of the couplings (see Figure 47) from the tilt of the
satellite cross-peaks.

In long-range correlations or in polarization transfers based on small long-range cou-
pling constants, some of the delays might be so long as to provide a built-in 7 filter
without the need to extend the sequence by HEED (e.g. DEPT or HMQC experiments).
Owing to fast T relaxation of '*N nuclei, signals coming from the otherwise broad
lines of '*N containing isotopomers might become unobservable in such experiments
(Figure 47135,

ZQSi

FIGURE 47. 2D %Si—H correlation spectrum of HN(SiMe3), measured by a standard HETCOR
pulse sequence with delay based on 2J (**Si—N—H) = 3.4 Hz (at 59.63 MHz, 128 increments, 24
transients and 1 K data points each zero-filled to 4 K, spectral width 300 Mz in F2 and 100 Hz
in F1 zero-filled to 256 W, Gaussian multiplication in both dimensions). The spectrum shows only
I5N satellites as the parent line from the 4N isotopomer has been completely suppressed in the
F1 dimension due to long A delay (0.144 s) and broad H line (about 20 Hz). The tilt shows that

reduced couplings 'K (*?°Si'>N) and 'K (!>N'H) have the same sign. Reproduced by permission of
Academic Press from Reference 306
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When there is more than one nitrogen atom attached to silicon, it might be advantageous
to use z-filtered INEPT or combine z-filtered INEPT with HEED3!8,

VIl. DETERMINATION OF COUPLING CONSTANTS

The current literature is abundant with values of coupling constants between silicon
and nuclei that were only recently considered rather obscure, e.g. 195p¢ 183y, 103Rp
and many others. As demonstrated by the large number of silicon coupling constants
already available in 1976°, measurements of the couplings from 2?Si satellites in the
spectra of other nuclei is not too demanding an experiment. Measurements of 2?Si
couplings with nuclei like '3C or PN from the satellites in INEPT or DEPT enhanced
spectra and from correlation 2D spectra (pseudo-triple resonance experiments) were men-
tioned in Sections V.B and VIA. Double selective population transfer”” for similar
measurements was described in Section V.A. For the sake of completeness we shall
cover in this section J-resolved spectroscopy, although it is seldom needed in the realm
of 2Si.

Homonuclear 2°Si—2Si J-resolved spectra can be measured by J-resolved
INADEQUATE in natural abundance as mentioned in the section on INADEQUATE
experiments; in enriched samples standard methods for homonuclear J-resolved spectra
can be applied®!® without problems. Heteronuclear J-resolved experiments are well
described in all current NMR textbooks and manuals. When setting up a heteronuclear
X—29Si J-resolved experiment, one must first decide which nucleus to detect. The
consideration involves (besides availability of hardware, see Section VI.B) isotopic
abundance, receptivity, spectral dispersion and eventually the ability to suppress the centre
line. With X-detection the low intensity of 2?Si satellites might be a problem, especially
when small couplings have to be determined. In such a case it might be more productive
to use some correlation experiment as described in Section VI. Unless sensitivity dictates
otherwise, 22Si detection would be advantageous for nuclei X with high abundance. When
using 2%Si detection one should employ decoupling (of 'H, °F or 31P nuclei) only during
acquisition in order to prevent build-up of negative NOE (i.e. use spin flip instead of
the gated decoupling method). The problem of low sensitivity might be lessened by
employing polarization transfer (selective or non-selective), which brings with it both
signal enhancement and increased repetition rate as discussed already in several places.
Both INEPT and DEPT can be modified in several ways to produce J-resolved spectra; a
detailed comparison can be found, e.g. in Reference 186. Despite the many possibilities, it
is only INEPT that has been used for determination of 29gi couplings. A simple example
of INEPT with polarization delay turned into evolution delay and refocusing delay held
constant is shown in Figure 48.

Many well-known pulse sequences can be modified to produce a J-resolved type of
spectra but only a few were applied to organosilicon compounds. One such example is a
modified320 long-range correlation experiment COLOC!88 A combined utilization of the
2D INEPT spin-flip J-resolved technique (i.e. INEPT with refocusing delay turned into
evolution period'80) for J determination and 2°Si line assignment was described??!. Traces
along the F1 axis depend not only on 2°Si—!H coupling but also on homonuclear 'H—'H
couplings as explained in Section VI.A.2 and shown in Figure 49. The cross-sections are
analysed to yield all the couplings involved!21:322 A similar method (Geometrical Imprint
Domain)125 was discussed and illustrated in Section V.B.
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FIGURE 48. J-resolved 2°Si—'H spectrum of fert-butyldimethylchlorosilane measured by
INEPT [polarization period used for #; evolution, refocusing delay 16 ms, dilute CDCl3
solution, 39.743 MHz (*Si), 60 increments 4 transients each, spectral width 200 and 20 Hz along
F2 and F1 axes, respectively, zero-filled to 512 (¢;) and 2 K (#2), no data weighting]. Under these
conditions, couplings to ortho protons of phenyl groups and their homonuclear couplings are not
visible

A variant for measurement of heteronuclear J-resolved spectra with 'H detection was

proposed under the name ACT (Active Coupling-pattern Tilting)323’324. The ACT pulse
sequence is:

'H: 907, —1/2- — /2= A/2—Ny—A/2 acquire
2 180° 180; 9071803905 — 1 — 90;180° ,90;

where N, is a multiplet-selective 180° pulse, optimum A = 1/[2J (®Si—1H)] (for details
of phase cycles, see the source references). The claimed advantages of this sequence are
shown in Figure 50 for 38; they include pure phases, tilted cross-peak patterns with active
coupling in antiphase and homonuclear ('H—"H) decoupling along the F1 axis. However,
the pulse sequence is quite long, and so the achievable resolution along F1 is likely
to be limited by proton T relaxation. Certainly, determination of the stereochemistry of
substituted vinylsilanes through the determination of 31(®9Si—C=C-"H) couplings (3—12
and 9-21 Hz in cis and trans disposition of Si and H atoms, respectively) is often the

only possibility, but such determinations were accomplished previously by much simpler
tools93,325—327
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FIGURE 49. J-resolved 2°Si NMR spectrum of a mixture of compounds shown in the inset and the
observed and simulated traces along the F1 axis. Reprinted with permission from Reference 121.

Copyright 1993 American Chemical Society
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E/Z ratio approx. 3/2; 600 MHz spectrometer, 5 mm ID broad-band probe, spectral widths 25 and
1200 Hz along F1 and F2 axis, respectively, 16 increments 32 transients each, total measuring time
1 h). Proton chemical shifts along F2, only heteronuclear couplings along F1 axis. Only two levels
are plotted for negative peaks. Reproduced by permission of Academic Press from Reference 323
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VIIl. RELAXATIONS

In contrast to the tremendous advancement in other NMR techniques (as exemplified by
the closely related NOE measuring techniques), measurements of relaxation times rely
essentially on techniques developed several decades ago!2; inversion recovery, progres-
sive saturation or saturation recovery (for spin—Ilattice relaxation time 7'1) and linewidth
measurement or the Carr—Purcell-Meiboom—Gill (CPMG) train (for spin—spin relax-
ation 7») remain with their variants and modifications the most commonly used methods.
The development of other techniques, however, have made it possible to measure the
corresponding quantities that govern relaxation of multiple quantum (MQ) coherences or
relaxation in the rotating frame (7'1,). In several instances these quantities were studied
on organosilicon compounds as suitable models. Interest in these quantities stems from
the fact that MQ relaxation rates can contain information about cross-correlation spectral
densities that cannot be obtained by other means.
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To measure relaxation of (\H—29Si) zero-quantum (ZQ) and double-quantum (DQ)
coherences in SiHCl3, Kowalewski and Larsson32® used the 2D pulse sequence now
known as the HMQC sequence with refocusing and decoupling (see Section VI.A.2).
Depending on phase cycling, this sequence can yield both ZQ and DQ in one spectrum
or only one of them as selected. It was estimated from linewidths in the 2D spectra along
the F1 axis that relaxation rates were Tz_l(ZQ) =23 s ! and T2_1(DQ) =56 s~!. Mea-
surement of 71 and T (by conventional methods) of H, 298 and 3°CI nuclei in the same
sample allowed estimates of J(¥8i—35Cl) and J('H=3CI) (44 and 9.1 Hz, respectively),
which led to a cross-correlation spectral density of £7.1 s~!, which corresponds to line
broadening of about 4.5 Hz for either ZQ or DQ and narrowing by the same amount for
the other. A subsequent study of temperature dependence of 22Si, 33Cl and '3C relaxation

in SiHCl3, MeSiHCl, and Me;SiHCI measured by conventional methods utilized 298j as
a dual probe of molecular motion; it allowed determination of both reorientational and

angular momentum correlation times32.

The same compound, SiHCl3, and also SiCly had been studied previously and
yielded 2Si relaxations of T1 &~ 100 s and T &~ 0.5 s at room temperature. The linewidths
determined can also be analysed in terms of scalar coupling mechanism of the second
kind to yield the coupling constant J (2951—35Cl)332. Measurement of T, relaxation (of
protons) led to the spin—Ilattice relaxation time of B (again in SiHCl3)330; through

Ty, values, various types of molecular motions could be detected and characterized in
333

330,331

polysiloxanes

Numerous studies of relaxation and molecular motion that measured 7; (and
sometimes also 7,) by conventional methods!428:334=341 eyaluated the contribution
of the dipole—dipole relaxation mechanism from NOE measurements (Section IX);
measurement of dynamic NOE (DNOE)’! yields both 7; and NOE factors in a single
experiment342_344. DNOE appears to be the only conventional possibility to measure 7'
in the cases when NOE nulls the signals [as in MeSi(OEt)3]335’345.

Interpretation of measured 'H, 24, 13C and 2°Si relaxation values T can be supported
by NMR measurements of self-diffusion (see Section X.B) as shown by the example of
hexamethyldisilane346.

In setting up conventional measurements of 7| by inversion recovery (in any of its
variants) one should be aware of possible effects of proton (or other nuclei) decoupling. As
elaborated by Levy and coworkers®*, the results of 2?Si relaxation measurements should
not be affected by the presence or absence of a decoupling field due to the much faster 7
relaxation of protons compared to silicon. Therefore, measurements are performed with
decoupling in order to speed up the measurements. However, Marsmann and Meyer#3
noticed a shortening of 71 when it was measured under proton decoupling conditions.
Of course, a build-up of NOE should be prevented and thus gated decoupling is used.
Since the measurements are time-consuming, various sources of errors and instability may
substantially affect the accuracy of the measurements. The measurements should utilize
block averaging of the data with interleaving of variable time ¢ to compensate for changes
in experimental conditions. A pulse sequence that incorporates such a compensation was
suggested by Levy and coworkers>*:

g . — decouple b.b. — —decouple b.b.
28i 1 —T — 90, — acquire,, — T — 1805 — t — 903 — acquire

where the time 7 is varied and the relaxation delay 7 should be set greater than 3—4 times
the longest 7' to be measured (usually 300 s3*3). The signal acquired after the second



316 Jan Schraml

90° pulse, S; (i.e. the signal after inversion), is subtracted from the signal acquired after
the first 90° pulse, Soo (Which is the ‘equilibrium’ signal). A plot of log(Sxc — S;) against
time ¢ then yields 7T';. (A simple and obvious modification of the sequence ensures the
subtraction of the two signals directly in the measurement.)

Other methods that have found use in measurement of 7 relaxation of
organosilicon compounds are FIRFT (Fast Inversion Recovery combined with Fourier
Transform)3**3497352 and saturation recovery>>3. Each of these sequences produces some
dependence of the signal on a time parameter. In order to get the relaxation time, the
dependence must be analysed; often, a non-linear three-parameter analysis is used3>*.

Additional insights into molecular motion can also be obtained by studying solvent
effects on relaxation times and their temperature and magnetic field dependencies as
demonstrated on siloxanes by Kosfeld and coworkers®’.

Reproducibility of the results depends strongly on the signal-to-noise ratio achieved.
Therefore, whenever polarization transfer can give some sensitivity enhancement, use of
INEPT (or other scheme) for 7; measurement would increase the precision and save
experimental time. It is also possible to measure the relaxation times indirectly through
measurements of 2Si satellites in '"H NMR spectra®>, but application of the INEPT
variant of such measurements is much more straightforward.

Besides measurements of proton relaxation in crowded '"H NMR spectra indirectly
through measurements of the much less crowded '3C or 2%Si spectra’®®, INEPT can be
used to speed up the direct measurements of >?Si spin—lattice relaxation®’. The pulse
sequence used for INEPT-enhanced measurement of spin—Ilattice relaxation times is just
a minor modification of decoupled refocused INEPT (Section V.B):

'H: 900 — 7 — 180 — 7 — 90°

y

— A/2 — 1805 — A/2 — decouple . ..

258i 180° 90? 180° 905, — T — 905 acquire
The first 90° proton pulse is, of course, preceded by an equilibration delay. The added
part turns the enhanced magnetization of silicon to the +z-axis, where it relaxes during
time 7 toward its Overhauser-enhanced equilibrium value. Depending on the phase of
the penultimate 90° silicon pulse, the experiment measures enhanced inversion-recovery
(+y) or enhanced dynamic NOE (—y). The former is a good choice when dipole—dipole
relaxation does not dominate (NOE enhancement n > —1), and the latter when this
relaxation mechanism dominates silicon relaxation (NOE enhancement n < —1). Con-
siderable time savings result from the improved signal-to-noise ratio for small values
of relaxation delay 7 and from the much shorter equilibration delay (271 as opposed
to 5Ts; in the conventional inversion-recovery measurement). An example is given in
Figure 51.

While the methods mentioned allow determination of relaxation times of all 2°Si signals
in one experiment, it is sometimes useful to employ selective versions of the experiments,
e.g., to differentiate possible relaxation mechanisms>835,

IX. NUCLEAR OVERHAUSER EFFECT (NOE)

The nuclear Overhauser effect is well known as a unique source of spatial information
about molecules in solution. The NOE is defined as the change in line intensity of one
nucleus (/) when the line (S) of another nucleus is perturbed (it is assumed that the two
lines are not connected through spin—spin scalar coupling; otherwise, we would get a
variant of the SPT experiment). The NOE from nucleus S (Source) to nucleus I (nucleus
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FIGURE 51. Measurement of 2°Si spin—lattice relaxation time in 1,1,3,3-tetramethyldisilazane using
conventional inversion-recovery (top, measuring time 6.5 h, 71 = 37.6 & 1.4 s) and INEPT enhanced
version (bottom, measuring time 45 min, 7 = 38.1 £ 0.9 s) with the phase of penultimate proton
pulse +y. Reproduced by permission of Academic Press from Reference 357

of Interest) is measured as

_1—10

fr{s}

x 100(%)

0
where [ is the equilibrium intensity and 7 is the intensity when S is perturbed (some
books use the symbol 5 for this quantity, while Neuhaus and Williamson3® reserve this
symbol for the theoretical maximum observable NOE in a given case).

When we talk about perturbing line S, we mean perturbation of populations of the two
energy levels connected by line (transition) S. Obviously, the populations can be perturbed
in different ways, thus producing different NOEs. When line S is continuously irradiated
by a weak rf field, the line is saturated and a steady state of the populations is reached,
thereby producing steady-state NOE. When line S is affected only temporarily (e.g. by a
selective 90° or 180° pulse), the changes in the populations are transient and the observed
NOE is called transient NOE (with NOESY and its heteronuclear equivalent, HOESY,
being the best known examples). Experimentally, the values of observed NOEs depend
on the extent of perturbation (e.g. on the flip angle of the selective pulse used to irradiate
line §) and on the time, #,,;,; the perturbation is allowed to propagate through the system
before the intensity / is measured.

Although homonuclear measurements may be useful for structural determination of
organosilicon compounds, in the realm of 2°Si NMR we are more concerned with het-
eronuclear NOE, mostly 295i{'H} NOE. There, the relationship between maximum observ-
able NOE and molecular tumbling rate (characterized by the correlation time 7, the
time an average molecule needs to rotate one radian) follows the dependence depicted in
Figure 52. Using the approximation that 7. = 10™12 . M (where M is the molecular mass),
the dependence indicates that the achievable maximum NOE is (—251%) for molecules
with molecular mass <2000 in a spectrometer with 25 resonating frequency of 39 MHz
(w=2m-39- 106). For molecules with molecular mass larger than 4000, the maximum
observable NOE is less (in absolute value). With increasing magnetic field, the borderlines
shift accordingly to lower molecular mass values.
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FIGURE 52. Dependence of maximum theoretical NOE enhancement on wt. for X{'H}
NOE experiments; X = 119Sn, 2Si, and '>N. Reproduced by permission of John Wiley & Sons
Inc from Reference 360

An overwhelming majority of 2°Si NMR papers have utilized NOE measurements
not for structural determination but for separating the contribution of the dipole—dipole
relaxation mechanism from the overall relaxation. Such separation allows assessment
of contributions due to other mechanisms and the role of various types of motion
with the corresponding correlation times. Illustrative examples of studies of such series
of compounds can be found in the papers of Harris and coworkers28:335—338.361
Levy and coworkers1#:334.347 ' Kowalewski and coworkers344350—352 Engelhardt and
coworkers302:393 and others343,364.365

Experimentally, all of these studies measured steady-state NOE or its buildup rates with
broad-band perturbation of all '"H NMR lines; to the best of our knowledge, no proton-
selective heteronuclear {'H}-2°Si NOE has been measured. NOE was measured directly
as defined above. The studies employed some kind of broad-band proton decoupling to
get the perturbed intensities of 298 lines (/) and obtained unperturbed intensity (/o) from
the inverse gated proton decoupling experiments (also termed ‘pulse-modulated’) or from
coupled spectra. Some authors measured dynamic NOE342:344352  which is especially
valuable when NOE nulls the signal33.

The direct measurement of heteronuclear NOEs is straightforward. Care must be taken
to ensure sufficiently long relaxation delays, and acquisition time should be a compromise
between sensitivity and resolution since it is the signal-to-noise ratio in the final spec-
trum that affects substantially the precision of NOEs; the usual precision of NOE factors
is about 10%. Samples for NOE (and relaxation) measurements should be degassed to
remove paramagnetic oxygen; usually, repeated freeze—pump—thaw cycles or bubbling
nitrogen through the sample are used for this purpose. The absence of other paramag-
netic impurities (which includes traces of chromic acid remaining from tube washing) is a
must. The measurement should be conducted under temperature control as the NOEs are
temperature—dependentl4. Protonated solvents should be avoided as they increase the rate
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of intermolecular relaxation. An adaptation of dynamic NOE measurements>*2 of 2°Si
involved proton irradiation for long (>5 - T) and short (10 ms) periods before the read
pulse>!.

Exceptionally, NOE has been measured on other (mostly 'H) nuclei in organosilicon
compounds for their structural determination. Examples include NOE on eight-membered
organosilicon rings3%°, on hexacoordinated silicon complexes>7-3%8  difference NOE mea-
sured on phenylmethylpolysilanes'’" and ROESY applied for determination of species
present in a mixture of (HSiCl;),NH and 3—picoline214.

The choice of a homonuclear 'H—'H NOE experiment is dictated by the rates at
which the molecules tumble in solution. Considering typical organic molecules in non-
viscous solvents, steady-state (or equilibrium) NOE is suitable only for small molecules
(M < 1000) for which NOEs are positive. Transient NOE measurements are the domain
of large molecules (M > 2000) with large negative NOEs but they can be also used
for small molecules. Mid-sized molecules cause problems, as their NOEs tend to be
very small; for these molecules measurements in the rotating frame, ROESY, may be a
better choice. The ROESY experiment (Rotating frame Overhauser Effect SpectroscopY,
sometimes also called CAMELSPIN experiments, Cross-relaxation Appropriate for Mini-
molecules EmuLated by SPIN -locking) measures the transient NOE during irradiation
(spin-lock field). Under these conditions, different molecular tumbling rates are relevant
and so ROEs are positive even for medium-sized molecules. The above-mentioned NOE
difference experiment is designed so that it measures directly the difference I — Iy without
measuring /o; thus, it reveals lines with NOEs but does not yield enhancement factors.

It is rather frustrating for organometallic chemists to see that a three-dimensional
structure of relatively large biomolecules (>20 kD) in solution can be reasonably well
estimated from NOEs and coupling constants (measured in water!), while the same meth-
ods seldom yield the structure of much smaller organometallic compounds. There are
several reasons for this: (i) larger molecules have larger, though negative NOE; (ii) the
number of measurable NOEs is larger, and so the larger number of distance constraints
enables better calculation of the most probable structure; (iii) the large number of hydro-
gen bonds fixes the most stable conformations; (iv) it is often difficult to find NOE
between two nuclei that can be used for ‘distance calibration’ (in biomolecules, NOEs
between non-equivalent geminal protons are customarily used for this purpose). In addi-
tion, (v) the number of different molecular fragments and substituents is much more
limited in biomolecules and thus the dependencies of the coupling constants can be stud-
ied in greater detail (e.g. Karplus-type dependencies of vicinal coupling constants), and
(vi) coupling pathways are not interrupted by heteroatom gaps as frequently as in some
organometallic compounds.

X. MISCELLANEOUS
A. Isotopic Enrichment and Substitution

The traditional aid in measurements and assignments of NMR spectra, i.e. selective
isotopic substitution, has also been used in 2°Si NMR spectroscopy. In the case of the
29Si isotope it has been mainly total 2?Si substitution while selective isotopic enrichment
in other isotopes (e.g. 2H) has been used to facilitate some types of measurements such
as assignments.

298i NMR from enriched material began in 1954 when Williams, McCall and
Gutowsky369 used 2%Si-enriched (70%) SiF4 to determine the spin and estimate the
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gyromagnetic ratio of silicon-29 from 2?Si—!°F coupling constants. The next application
appeared 26 years later when Harris and coworkers®7%-37! ysed enriched SiO, in studies
of silicate solutions, and a series of applications to silicates then followed. The strong
signal from enriched samples was also used to study complexation with tropolone (2-
hydroxy-2,4,6-cycloheptatrien-1-one)372.

High non-selective enrichment of 2%Si offers the possibility of using the homonuclear
methods that are well known from 'H NMR. Of course, the 2°Si NMR spectra of such
samples have a complicated appearance due to homonuclear 2°Si—2?Si and heteronu-
clear 'TH—2?Si couplings that often require second-order analysis3’3-374. The first method
employed was homonuclear 2°Si{??Si} decoupling. Harris and coworkers 371:373.374 yged
enriched samples in a high-field spectrometer (operating at ca 100 MHz for 22Si) to assign
splittings and to determine the structure of several problematic species in the spectrum
of potassium silicate. The double resonance technique, however, required a number of
separate experiments, had low resolution, and Si—Si couplings complicated the spectra.
It was soon replaced by 2D techniques: homonuclear J-resolved spectroscopy>!® and
S1,S1-COSY of various silicates319:375 (even in glasses376) and germanosilicate377_379,
and enrichment enabled the application of EXSY spectroscopy to potassium silicate
solutions380-381 295 jsotopic enrichment leads to small isotope effects on 2°Si chemical
shifts. In silicates the isotope shift, A”Si(”Si), varies with temperature; it can amount
to 0.22 ppm (to lower frequency) but is usually smaller382.

298i enrichment also permitted the study of the process of hydration of Ca3SiOs (in
the solid state); without enrichment, the time dependence could not be followed as the
measurement of a single point would have taken too long3%3. An interesting method,
called selective isotopic enrichment, was used to study species formed in this process.
Enriched SiO, was mixed with normal tricalcium silicate and the time dependence of
295i spectra (MAS) measured. Since only silicon from SiO; was enriched (labeled), its
fate during the reaction could be followed. Enrichment in both 2?Si and !'7Sn allowed
measurements of 2?Si—!17Sn heteronuclear 2D NMR correlated spectra (Figure 53) that
identified Si—Sn connectivities in stannosilicate anions>%*.

It is not clear whether enrichment will find use in organosilicon studies even if isotopic
enrichments become feasible for polysilanes or siloxanes.

Organosilicon compounds have been enriched in other isotopes. Thus, N enrich-
ment allowed measurement of J(**Si—!’N) coupling in trisilylamine [(H3Si)3N, ly=
+6 Hz)*® in 1973. Recently, a sample highly enriched (98%) in °Li was used in a
triple resonance °Li—2°Si correlation experiment®®® discussed in Section VL.B. The cou-
pling constants 'J(??Si—!13C) of a SiCN unit were determined from the 2°Si spectra of
13C-labelled silylene-isocyanide adducts386.

Selective deuteriation has been used for 2?Si line assignment as in other fields of
NMR spectroscopy. The application has been limited to assignment of the lines in per-
trimethylsilylated sugars132:166.167 55 exemplified in methyl 2,3,4,6-tetra-O-trimethylsilyl-
a-D-glucopyranoside 39 in Figure 54. The isotope effect of 2H on the 2%Si chemical
shifts in silicates amounts to up to 0.15 ppm (to higher frequency)382. The ease and inex-
pense of deuteriation can be combined with INEPT or DEPT polarization transfer from
2H142.387.388 It seems that with the advent of 2D NMR spectroscopy selective deuteri-
ation techniques are used for other than assignment purposes. For example, Jutzi and
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FIGURE 53. Expanded part of 2°Si—!'7Sn NMR heteronuclear 2D spectrum of stannosilicate solu-
tion (enriched in both 2°Si and ''7Sn). The circles represent octahedral stannate centres, filled
circles represent tetrahedral silicate centres and lines represent shared oxygen links. Reprinted with
permission from Reference 384. Copyright 1996 American Chemical Society

Bunte prepared deuterated cation [(7-Me5Cs),SiD]™ and measured its 2H and 2°Si NMR
spectra to confirm the structure of the cation3?.

H  OSiMes

B. DOSY (Diffusion Ordered SpectroscopY)

The NMR technique for measuring self-diffusion in liquids was first reported in 1965399,

and its variant for multicomponent mixtures became available with the introduction of the
Fourier transform. Wider use had to wait until pulsed field gradients became generally
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FIGURE 54. 2°Si NMR spectra (IGD) of the 3-deuterio derivative 39 under conditions of proton
noise decoupling (a) and with selective proton decoupling of (CH3)3Si protons (b). The line due to

silicon from the 2HC(3)—0—Si fragment is the line that does not exhibit any splitting in spectrum b.
Reproduced by permission of John Wiley & Sons, Ltd from Reference 167

available and software for routine data processing developed. There is no question that
the fancy name also contributed to its current popularity. All of the numerous experi-
mental methods available (for a review see Reference 391) are based on a diminution
of the NMR spin-echo signal by diffusion. The exponential decrease of the signal with
diffusion time is analysed to yield the coefficient of self-diffusion (D) for each signal in
the spectrum. DOSY allows recognition of the resolved signals that belong to the same
molecule (and have the same value of D) and differentiates them from signals coming
from other molecules with different diffusion (molecular size). Self-diffusion coefficients
of hexamethyldisilane were determined from 'H and '*C NMR measurements34%; appli-
cability to 2?Si NMR was demonstrated by Harris’s group on enriched sodium silicate in
concentrated solutions>3!. DOSY holds great promise for organosilicon polymers, den-
drimers and persilylated mixtures of organic compounds. Since hydrogen bonding affects
the diffusion’*?, DOSY order is not always the order of molecular sizes; trimethylsily-
lation should lead to DOSY spectra ordered according to the molecular size of mixture
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FIGURE 55. DOSY-INEPT spectrum of a mixture of cyclodimethylsiloxanes (OSiMe,), (n = 3, 4
and 5; CDCl; solution, 23 °C, diffusion coefficients not calibrated, pulse sequence INEPT-DOSY?!,
32 transients, 10 increments of gradient strength). Diffusion order agrees with the molecular size
and the known chemical shifts of the siloxanes

components. Sensitivity to the molecular size is demonstrated in Figure 55 on an artificial
mixture of cyclodimethylsiloxanes, (OSiMe, ),. An application to mixtures of trimethylsi-
lylated sugars has been reported®3.

C. Quantitative Measurements

Quantitative NMR measurements always require a number of precautionslsg. The well-
known unfavourable properties of silicon nuclei are a further aggravation. Quantitative
measurements of 2°Si NMR require the use of IGD to eliminate NOE, long delays between
scans (5—10 times the longest 7’1 in the sample) and/or addition of a relaxation reagent
[e.g. chromium or iron triacetylacetonate, Cr(acac)s or Fe(acac)3], to enhance relaxation
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and thus effectively level T'; values and suppress NOE. When reliable quantitative data are
needed and the chemistry permits, the methods are combined: a relaxation reagent is added
and an IGD with long relaxation delays is used3**. Repeated independent determinations
are averaged®®>, as is common in other analytical methods but is a bit unusual in NMR
practice.

When a relaxation reagent is used to reduce all the relaxation times 7’| to approx-
imately the same value, a compromise concentration must be found so that the lines
are not broadened more that can be tolerated (signal overlap). The shortest acquisition
time compatible with the required resolution (or achievable resolution in the presence
of a relaxation reagent) should be used to have a good signal-to-noise ratio (though
mathematical line deconvolution has been successfully used to reveal triad proportions
in polysilylenes3®). A relaxation delay should be at least five times the longest 7'12?Si
relaxation time in the sample, but with a relaxation reagent this might not be so critical
when all the relaxation times become equal. If an estimate of the relaxation time is avail-
able, it would be useful to set the pulse flip angle to the Ernst angle. Such precautions
are needed when the molecular mass or an average degree of polymerization is to be
determined for a polymer or similar compounds (see, e.g., Reference 397). In these con-
ventional measurements employing IGD and relaxation reagents, pulse flip angles around
45° and a pulse repetition of 610 s are typically used to ensure quantitative results.
These considerations apply to quantification of signals within one sample; a much more
complex problem is encountered when quantitative comparison of different samples (or
absolute intensity) is needed and the samples cannot be mixed together. In such cases,
some quantitative standard is required3’2. A particularly difficult case of silicates contain-
ing colloidal particles was analysed by Harris’s group®3. In applications of TMS tagging
to mixture analysis, an internal quantitative (or integral) standard can be added in an
exact amount to the mixture prior to silylation. The standard (e.g. benzoic acid3%?—40!
or N-benzoyl-N-phenylhydroxylamine*©2) is also trimethylsilylated and thus provides an
intensity reference that compensates (at least partially) for some possible errors in the
sample preparation.

It has been demonstrated on a number of polysiloxanes that recycled-flow NMR is
superior to the use of relaxation reagents*93. Tt levels spin—lattice relaxation, minimizes
NOE, shortens the experiment time by a factor of 3—5 and gives spectra with improved
resolution. However, as the flow method requires some additional equipment, it is unlikely
to be used for isolated cases when quantitative 2981 NMR is needed. On the other hand,
when such spectra are run often, it is certainly worth consideration, especially when flow
cells (probes) for LC NMR are available.

A good signal-to-noise ratio is of key importance for getting precise intensity ratios
and reproducible results. Time economy dictates that one of the non-selective polarization
transfer schemes be used for such purposes. It is true that these experiments give strong
signals and a good base line, but they can also introduce systematic errors and inaccuracies.
Let us consider INEPT, for example. As shown in Section V.B, the INEPT signal intensity
depends on the number of coupled protons, on the values of their 2°Si—'H coupling
constants and also on their homonuclear couplings with other protons. INEPT would
yield accurate intensities (i.e. intensities proportional to the concentrations) only if all
these parameters were the same for all the measured signals, and moreover all relaxation
times should be the same so that losses through the duration of the pulse sequence would
be the same. Obviously, these conditions cannot be met, but it has been estimated that for
related trimethylsilyl derivatives with comparable linewidths of 2°Si signals, the errors are
unlikely to exceed 30%. For compounds of known structure, however, a suitable reference
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can be chosen, the systematic error would not exceed that in conventional measurements
and reproducibility would be high!44.

D. Ultrahigh Resolution

The wave of ultrahigh resolution (UHR) experiments“o4 (see Reference 405 for the

leading reference) has also hit 2981 NMR, which is particularly suited for this technique
because of its narrow lines and long relaxation times. Technical requirements and pro-
cedures for UHR 2°Si NMR were examined by Kupge and Lukevics*® =407 who also
showed promising results for a few simple organosilicon compounds and employed INEPT
and INEPT + HE methods. The UHR 'H NMR spectrum of tetramethylsilane**3 revealed

a very small two-bond 2?Si/?8Si isotopic effect on the 'H chemical shift (30 mHz at
500 MHz, i.e. 0.06 ppb). The current techniques of gradient shimming and volume selec-

tive excitation should make UHR resolution less tedious*® but the topic seems to have
been abandoned at present, except for a few studies of Wrackneyer and coworkers*10:411,

E. Shift and Relaxation Reagents

Chemical shift reagents (lanthanide shift reagents, LSR) are used to remove undesirable
overlap of signals, help in line assignment and/or determine the geometry of the molecule
by a comparison of the induced shifts (for a review see Reference 412). It is perhaps due
to the large spectral dispersion of 2°Si chemical shifts and progress of other assignment
techniques that the need for the use of chiral reagents has been very limited. On the
other hand, relaxation agents have been used so often that only some applications can be
mentioned here.

The effect of association of Pr(fod); (fod = 1,1,1,2,2,3,3-heptafluoro-7,7-dimethyl-
octane-4,6-dione) on the 298j chemical shift of (EtO);Me;Si [in a 0.01 M solution of
Cr(acac)z in CDCl3] is quite 1arge413. The lanthanide induced shift (LIS) to lower fre-
quency can amount up to 70 ppm (at a reagent/substrate molar ratio of 2 : 2), and it is
assumed that the dialkoxysilane acts through its two oxygen atoms as a bidentate ligand
towards LSR. The application of LSR to 2°Si line assignments requires the molecule
under study to have one clearly preferred site of complexation with the LSR, and this
condition is seldom met. A rare example of a compound satisfying this condition is 40
with the one hydroxyl group remaining unsilylated becoming the preferred complexation
site. The LSR [Pr(dpm)3, praseodymium(IIl) dipivaloylmethanato]-affected 298i chem-
ical shifts were correlated with 'H chemical shifts of SiMes groups through selective
'H decoupling experiments, and selective deuteriation confirmed that among the SiMes3
resonances the one most affected by the LSR is that on the C-4 carbon!®”.

H OH
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Relaxation reagents. When polarization transfer schemes cannot be used to speed up
the measurements, time can be saved by increasing the relaxation rates of 298i nuclei.
The time savings achieved can be substantial, as it often happens that the 298i nucleus
to which polarization cannot be transferred is the slowest relaxing nucleus in the sample.
Although saturation of the sample with oxygen gas (paramagnetic)’>*347 and use of
viscous solutions®® were also tried, addition of relaxation reagents is the common practice
although it contaminates the sample. As discussed in Section X.C, the added bonus of these
reagents is that they also eliminate nuclear Overhauser effects, thus enabling quantitative
applications of 2°Si NMR.

The use of relaxation reagents, most often Fe(acac)s or Cr(acac)s, if mentioned in the
experimental part at all, is often accompanied by the adjectival phrase ‘shiftless relax-
ation reagent’ and yet this ‘shiftlessness’ has been confirmed only in a very few cases*!3.
Addition of Fe(acac)s or Cr(acac)s in concentrations up to 5 - 102 M does not affect
the relative shifts of (EtO)4Si, TMS and HMDSO (within 0.1 ppm)15. In the overwhelm-
ing majority of 2°Si NMR applications, i.e. in quantitative determinations of component
ratios, in line assignment experiments etc., it is immaterial. It is not important even for
compound identification —if the concentration of the reagent in the measured solution
is given, the chemical shift values are reproducible irrespective of the shifts it might
induce. Concentrations of 0.02—0.04 M of Cr(acac)3 are usually sufficient®®:334. (For
concentration dependencies see Reference 347) The reagent could, however, affect some
trends and correlations with other molecular properties. Cr(acac)s has been observed to
cause low-frequency shifts (5 Hz at 19.87 MHz) in siloxanes®, and decomposition of
some perhalosilanes®¢ occurred.

XI. COMMON MISTAKES AND PITFALLS — COMMENTS AND WARNINGS

When processing original 2°Si NMR data into our database, we note many errors or
misunderstandings. Some of them would be humorous (e.g. magnetic field Bo = 5 Torr)
if they were not misleading. If native English-speaking authors write about ‘NMR images’
when they did not in fact measure images but spectra, to which they also refer as ‘NMR
spectroscopy curves’, the whole study becomes suspect. A spectrum that shows large FID
truncation or FID clipping artifacts in the figure would have a similar effect on the reader.

The present review can do nothing to help eliminate these types of errors (except
to advise reading some basic NMR textbooks), but it attempts to help eliminate errors
related to the NMR experiment itself, errors that often have their origin in the ease and
widespread use of advanced NMR techniques by non-specialists. Some of these errors
or misconceptions are frequent as they have a tendency to propagate, when experimental
parts are apparently copied from a previously published paper into a new manuscript,
thus reducing the usefulness of the newly presented data. In this Section we shall com-
ment on errors related to spectroscopic details (without literature references); the need to
give details about the measured solutions and referencing was stressed already in several
instances in this review.

Measuring frequency seems to be a problem when concise data presentation in the
format 2?Si-NMR (XXX MHz, CDCl3, TMS int.) is required by the journal. Some
authors correctly interpret XXX as the 2?Si NMR measuring frequency, i.e. the reso-
nance frequency of 2954 nuclei, (39.73, 59.63 and 99.32 MHz); others assume it to be the
spectrometer frequency, i.e. the 'H NMR measuring frequency (200, 300 and 500 MHz,
respectively). The use of the spectrometer frequency then leads to the occurrence of
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expressions like “2?Si-NMR (250 MHz) and "N-NMR (250 MHz)’ in one line. At the
present time, statements like 2?Si NMR spectra were obtained ... the resonance fre-
quency was 600 MHz’ are obviously in error, but the error might not be so obvious when
spectrometers with a proton frequency of 3 GHz become available.

Acquisition parameters. Acquisition time (i.e. time during which FID data are collected)
and spectral width (i.e. the frequency with which the FID data are sampled and collected
during the acquisition time) affect the precision of the spectral line frequencies in a
decisive way. A small spectral width can bring signal folding, thus producing a systematic
error; the acquisition time determines the observed line width (the longer the acquisition,
the higher the resolution — providing acquisition is shorter than 75*). Simply put, two
lines can be resolved only if their frequency difference is larger than the reciprocal of
acquisition time. In general, 2°Si NMR lines are narrow (observable line width 1/775*,
where T»* is the effective spin—spin relaxation time) but data collection after 37,* is of
little value as the signal has decreased to 5% of its maximum value and hence prolonged
data acquisition decreases S/N. (Note that the textbooks of the seventies considered the
effects of acquisition time and spectral width from the point of view of very limited
computer memory of fixed size.)

Names of experiments and pulse sequences. The rule here is clear, though often difficult
to comply with. A name without reference to the published full description of the exper-
iment/sequence is of very limited value; many well-known and widely used sequences
have several modifications that sometimes substantially affect the performance of the par-
ent sequence. Thus the name used might cover an entire class of similar experiments
instead of one well-defined experiment (e.g. ‘saturation transfer experiment’). Often, the
name given to a sequence in the software does not resemble the name in the source
literature. (Who besides Jeol users could recognize that ‘SGNNE’ is an inverse gated
experiment?) Recently, a manufacturer has gone a long way to help the user in this
respect and assembled this information on a CD*4,

Parameters of pulse sequences. In contrast to acquisition parameters, which are always
important for assessing the precision of presented data, the importance of the other param-
eters of a pulse sequence must be judged from case to case. For example, if INEPT or
DEPT is used just to determine the chemical shifts in one compound, the delays are not
relevant for the reported values as they affect only the sensitivity of the measurements,
i.e. the time it takes. However, if the same sequence were used as evidence that some
product is absent from the sample, almost all parameters of the sequence become relevant
(any incorrectly set delay or erroneous estimate of the expected couplings in the sequence
can null the signal and thus provide misleading evidence). When the parameter is rel-
evant, it must be clear to the reader which parameter of the pulse sequence the author
had in mind, so the parameters should be either defined or the same name used as in the
source literature for the pulse sequence instead of the name the programmer gave it in
the software. Also, although in such a case one individual’s terminology might well be
understood by colleagues having the same software, it might appear cryptic to those who
have some other product (e.g. while Varian users would recognize parameters like 7of,
others would have difficulty realizing that this is O1 or ol on their Bruker spectrometer
or x_ offset on a Jeol and vice versa; for translation of these dialects see Reference 30).

Data processing affects considerably the appearance of both 1D and 2D spectra. Among
other things, processing can make spectral lines broader or narrower with concomitant
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increase or decrease in signal-to-noise ratio, respectively. In 2D spectra, an improper
choice of processing and threshold can make some important cross-peak disappear from
the contour plot. Despite this, processing details seldom accompany 2D plots presented
in journals even in cases when the plot is used as evidence of a missing peak. In contrast,
authors often give the value of digital resolution, which deserves a separate comment.

Digital resolution (e.g. 0.2 Hz/point) is valuable information in some special cases,
e.g. when the spectra are reproduced in the paper. But when it is the only experimental
detail given, it is meaningless. It tells us only how well the spectrum could be drawn in
order to please the eye, i.e. how well cosmetics were applied to the raw data. High digital
resolution can be achieved simply just by extensive zero-filling of the raw FID data. Zero-
filling above doubling the number of FID data points prior to Fourier transform does not
improve spectral resolution (i.e. it does not make the lines narrower); it only improves
interpolation between data points when the spectrum is drawn (perhaps making shoulders
or inflexes more apparent)5-41°. Of course, when digital resolution (e.g. 1.4 Hz/point)
is much lower than the assumed accuracy of the presented data (e.g. coupling constants
reported to 0.1 Hz), something is wrong.

Referencing, as explained (Section III), significantly affects the accuracy of the reported
chemical shifts; it can introduce a systematic error. If any secondary reference is employed,
the relationship used for the conversion should be given, including the numerical value
(8s). Statements like ‘chemical shifts measured relative to external hexamethyldisiloxane
and internal octamethylcyclotetrasiloxane were scaled to TMS §-scale’ leave the § values
with a large additional uncertainty, perhaps 1-2 ppm.

Accuracy and precision. Overly optimistic and overly pessimistic precision estimates
for shifts and coupling constants occur with equal frequency. On the one hand, when
authors give the chemical shift to 0.001 ppm it is most probably not realistic (not only
in the case of CP MAS chemical shifts but also in a solution measured at 39.7 MHz
with internal TMS referencing). On the other hand, when the internally referenced shift
is given to 1 ppm, it implies a conservative estimate including possible inaccuracy due
to the secondary reference employed, uncertainty in exact solution composition etc. With
some precautions, chemical shifts can be reproducible to £0.02—0.03 ppm on a current
spectrometer. Precision of coupling constant values is easier to evaluate as it does not
require any referencing; usually, without excessive care, the coupling can be determined
to 0.1 Hz.

Overly optimistic estimates probably have their origin in the line positions as given by
the spectrometers. The excessive number of ‘significant’ digits in such listings reflects
only that the software provided does not round the calculated positions according to
the resolution achieved. The fact that these digits appear reproducible is due to a robust
algorithm of the calculation. (To illustrate — if you calculate a coupling constant J as one-
third of the separation of the outer lines of a quartet, and this separation is 10.0 Hz, J =
10.0/3 = 3.333333 ... the division by 3 is very reproducible on any hand-held calculator,
but this certainly does not reflect the precision of the J-value determination. Similarly,
the line positions that come out from the same FID using the same data processing are
identical.)

It is not uncommon to see the values of one-bond couplings [e.g. J(Si—Si) or J(Si—H)]
reported with a precision of 1 Hz and two-bond and longer-range couplings with a preci-
sion of 0.1 Hz, although all of these couplings were determined from the same experiment.
This leaves the reader asking if the decimal places in the former were left out by mistake
or was the high precision of the latter in error? (The reader’s doubts are not put at ease
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when the proton—proton couplings are reported to 0.01 Hz in the same paper and almost
no experimental detail is given.)

In 2D experiments, the precision of the measured values is determined by the precision
with which peak positions can be determined in a 2D spectrum. The precision of the values
measured along the F2 axis is determined by the acquisition time (as in 1D spectra), but the
precision of the values measured along the F1 axis (i.e. indirectly detected) is determined
by the maximum evolution time used in the experiment (assuming it is shorter than the
T»* relaxation time of the signal). Hence, if a heteronuclear coupling [e.g. 2J (Si—H)]
has to be determined with a precision of 0.1 Hz, it would require a maximum evolution
time of the order of 10 s, that is, some 40,000 increments if the spectral width along F1
were 4 kHz (in a correlation experiment), which is not very realistic. On the other hand,
chemical shifts can be easily determined with the needed precision of 1 Hz along F1.

When NMR of different nuclei is used to determine their heteronuclear coupling, the
values must be the same within experimental error [when 298i NMR yields J(Si—H) =
200 Hz and 'H yields for the same coupling the value of 209 Hz, which of the two is a
typo?].

Use of non-standard abbreviations might let the paper go unnoticed, as the abbreviation
in the title or in the text might not be recognized by automatic indexing services (e.g.
MASS NMR instead of the common MAS NMR or MASNMR; similarly, SSNMR for
Solid-State NMR could mean high-resolution or broad-line NMR).

Though the recommendations expressed in the preceding paragraphs are definitely triv-
ial, experience shows that very often they are violated, especially in synthetic papers
presented in general or synthetically oriented chemistry journals that stress brevity and
in which the referees cannot be experts in all fields considered in the paper. In dedicated
NMR journals the situation is the opposite — those journals adhere to TUPAC*7-418 and
ASTM*!7 recommendations on NMR data presentation, give ample space for experimen-
tal detail, and the referee is always asked one question: ‘Does the Experimental section
give enough detail?’

The request of brevity imposed by some journals makes some authors put the journal
to a test and they inject some certainly irrelevant information into otherwise innocent
experimental detail (e.g. ‘spectra were recorded in London at 7.05 T).

Recommendations for authors publishing in brevity-conscious journals that do not spe-
cialize in NMR and do not allow the author to follow exceedingly detailed IUPAC
recommendations can be summarized as follows: Omit spectrometer manufacturer and
model identification as well as software version but insist on full description of the mea-
sured solution, temperature and referencing, and indicate the measuring frequency. State
in the text the estimate of precision of values given. If the data were obtained by any
method other than an inverse gated pulse experiment, give the pertinent experimental
and processing details, perhaps in the form of supplementary information or in a figure
legend.
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I. INTRODUCTION

The chemistry of silyl radicals in the last decade has expanded considerably. Silyl radicals
play an important role in diverse areas such as organic synthesis, material science and poly-
mer chemistry. Since the early works have already been reviewed by one of the authors!,
the purpose of this chapter is to bring together all the recent developments. Furthermore,
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specific accounts on tris(trimethylsilyl)silane in organic synthesis®? and the reaction
kinetics of silicon, germanium and tin hydrides have recently appeared®. Therefore, a
few words about the organization of this chapter will be useful. Structural and chemical
properties of silyl radicals since 1995 are dealt with in Section II. Both theoretical and
experimental work will be considered. In Section III, the radical chain reactions involving
silyl radicals are examined. In particular, the chemistry of tris(trimethylsilyl)silane will
be reviewed starting from 199723, For a detailed discussion of the most important ele-
mentary steps involving silyl radicals, i.e. the reaction of radicals with silicon hydrides,
the reader is referred to a recent review*. However, some salient features of earlier works
will be included when relevant to the discussion.

Il. ORGANOSILYL RADICAL STRUCTURE, REACTIONS AND MECHANISMS

A. Structural Investigations

Silyl radicals (1) are generally tetrahedral species. Deviation angles (y) have been
calculated (UHF/DZP; the DZP basis set is a double-zeta basis set with polarization
functions) by Guerra to range from 13.4°[(H3Si)3Si"] to 22.7°[(PH,)3Si"P.

an

Since 1995!, to the best of our knowledge, there have appeared few papers detailing
structural investigations of silyl radicals. Of those few, Matsumoto and coworkers inves-
tigated the isomerization of silyl radicals derived from 9,10-di-tert-butyl-9,10-dihydro-9,
10-disilaanthracenes (2)°. Irradiation of a di-rerz-butyl peroxide (DTBP)/pentane solu-
tion of either cis-2 or trans-2 affords the same 81% cis/19% trans mixture of 2. In the
absence of DTBP and irradiation, solution NMR studies indicate that each isomer of 2 is
unchanged in the —85 to 20 °C temperature range. The authors propose that the radicals
3 derived from 2 isomerize to each other via inversion of the radical centre (equation 1)
followed by hydrogen abstraction from the parent compound 2 (an identity reaction).

@

H Bu-¢
\ /
Si

Si
H Bu-r
(2
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_Bu-t t-Bu  Bu-t
. ’ \ -
Si Si*
e
_
(I j@ 1)
Si Si
. \
H Bu-t H #Bu
cis-(3) trans-(3)

The question of aromatic stability on the structure of radicals derived from silacyclopen-

tadienes (4) has also been investigated computationally’®. MP2/6—311G** calculations
indicate that silanes (4) react with methyl radical with energy barriers of 41.5, 42.2 and
35.0 kJmol™! for R = H, Me and SiH3, respectively. In comparison, trimethylsilane is
calculated to react with a barrier of 54.4 kJmol~! at a similar level of theory®, suggesting
that radicals 5 derive some stability from the delocalization of spin in a similar fashion to
phenyl substituted silyl radicals!. Indeed, radicals (5) are still calculated to have average
deviation angles in the range of 15-20°7°,

00

Si Si’
R/ H |
R

“) ®)

Bickelhaupt and coworkers investigated the fundamental origin of the pyramidalization
of "SiHj3 and related radicals by high-level ab initio calculations? and concluded that
*CHj3 is planar because of steric repulsions between the hydrogen ligands. This repulsion
is much weaker for the other *XHj3 radicals in which the ligands are further removed
from each other. Electron-pair bonding stabilizes the pyramidal configuration around the
central heteroatom, with additional stabilization derived from the X-np, unpaired electron.
This results in an increase in the degree of stabilization along the series *SiH3, *GeHs
and *SnH3°.

The vibrational and photoelectron spectra of a number of free radicals have been
determined by computational techniques'®2. Included among the species investigated was
*SiH3, which was optimized using the CEPA-1 method!%°. The silyl radical was calcu-
lated with a basis set containing 82 Gaussian-type orbitals to have equilibrium Si—H
separations of 1.4793 A and H—Si—H angles of 111.22°. These values are calculated
to be 1.4743 A and 111.24° with a basis set containing 125 Gaussian-type orbitals. The
vibrational spectrum of *SiH3 is predicted to have absorptions at 2276, 2247, 951 and
780 cm™~! using the larger basis set, in excellent agreement with available experimental
data, while the photoelectron spectrum of °SiH3 is also calculated to agree well with
experimental data.

Most silyl radical studies to date provide electron paramagnetic parameters with g-values
in the range 2.0003—-2.0053, depending on substitution, and *?Si hyperfine splitting (hfs)
constants a(a-22Si) in the range 6.4-49.8 mT!. These values correlate well with the
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percentage of 3s character in the singly-occupied molecular orbital (SOMO) on silicon,
which in turn is dependent on the geometry of the radical centre.

EtMeZSi EtzMeSi Et3?l
si Si° Si°
EtMe,Si” SiMeEt  EpMeSi~ “SiMeEt, EuSiT SiEt
(6) (7 (6]
(i-Pr)3Tli -BuMe,Si
|
Si° Si°
(-Pr)sSi” Si(Pr-i);  BuMe,Si” SiMeyBu-t
) (10)

Very recently, Matsumoto and coworkers have been interested in the generation of
persistent silyl radicals where the substituents on the silicon centre enforce highly planar
architectures'!. A series of silylated silyl radicals (6—10) were generated by photolysis
of the corresponding silane or disilane, or by oxidation of the silylsodium precursor, and
their EPR spectra recorded (equations 2—4).

R;Si
RiSi—Si—H — > 6-10
DTBP )
R;Si
R; = EtMe,, Et,Me, Ets, (i-Pr);, --BuMe,
R3Si SiR
Ny
R3Si—Si—Si—SiR; —> 6-8
R5Si SiR; &
R; = EtMe,, Et;Me, Et;
t-BuMe,Si
dati
t-BuMe,Si— SiNa ———= 10 @)
t-BuMe,Si

Values of a(a-29Si) for radicals 6—10 fall in the range 5.56-6.28 mT (Table 1) and
are consistent with these radicals being the most planar silyl radicals reported to date. In
addition, the steric and electronic properties of the substituents on silicon in structures
6-10 provide for highly persistent silyl radicals. Half-lives of 3 h, 1 day, 1.5 months,
5 days and 1 day at 15°C have been measured for 6-10, respectively'!.

Recently, Guerra investigated the structures and hyperfine interactions in a series of silyl
radicals by computational techniques!?. UMP2/DZP and UMP2/DZP//TZP calculations
appear to reproduce the isotropic splitting constants [a(e-22Si)] for a series of substi-
tuted silyl radicals. The data presented in Table 2 indicate a large variation in hyperfine
splitting data which was found to be due to the electronic influence of the a-substituent
rather than to the structural changes of the radicals in question, which are found to
remain essentially tetrahedral across the series. Guerra suggests caution in the use of the
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TABLE 1. EPR data for radicals 6—-10¢

Silyl radical T(C) g a(a-2Si)° a(B-2Si)°
Me3Si*? — 2.0031 18.1 —
(Me3Si)3Si*? -25 2.0053 6.4 0.71
6 15 2.0060 6.28 0.71
7 15 2.0060 6.03 0.73
8 15 2.0063 5.72 0.79
9 15 2.0061 5.56 0.81
10 15 2.0055 5.71 0.81

“9From Reference 11.
bFrom Reference 1.
‘mT.

TABLE 2. Calculated (UMP2/DZP//TZP) and experimental splitting constants (mT) for some sub-
stituted silyl radicals®

Radical a(®Si) (theory) a(®Si) (exp.) a(a-'"H) (theory) a(a-"H) (exp.)
H;Si* —18.32 18.9 0.21 0.796
MeH,Si* —18.42 18.1 0.60 1.182
Me,HSi* —18.55 18.3 1.03 1.699
Me;Si’® —18.75 18.1 — —
Me,CISi* —23.23 22.9 — —
MeCl,Si* —30.19 29.5 — —
Cl5Si* —41.23 41.6 — —
Me,(MesSi)Si* —14.79 13.7 — —
Me(Me;Si),Si* —10.78 9.0 — —
(Me3Si)3Si* -7.32 6.4 — —

9From Reference 12.

linear relationship found between the Si-3s contribution to the SOMO in silyl radicals
and the analogous contribution to the o(Si—H) bonding molecular orbital of the parent
silanes, which appears to provide unreliable structural information. These calculations
appear to perform more poorly in their ability to reproduce proton [a(e-'H)] splitting
constants.

Karna recently reported an ab initio study of linear electric field effects on the g-tensor
and on the hyperfine splitting constant (the Bloembergen effect) of the silyl radical
(*SiH3)!3. TDUHF calculations predict an increase in hyperfine splitting in *SiH3 due
to the Bloembergen effect, predictions which have yet to be verified experimentally.

B. Chemical Properties of Silyl Radicals
1. Experimental studies

Silyl radicals have been observed during femtosecond reduction of the corresponding
cations in the gas phase and the dissociations of these excited radicals have been mon-
itored. In neutralization—reionization mass spectrometric experiments, the fragmentation
of the dimethylhydroxysilyl radical (11), and related deuterium labelled species, generated
through the collisional neutralization of the corresponding cation (12) was examined!4.
Extensive dissociation of the carbon-silicon bond in 11 was observed, with the degree
of fragmentation dependent on the internal energy of the precursor cation. Radicals (11),
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when generated in this manner, are calculated at the MP4(SDTQ)/6-31 + G(d) level of
theory, to be affected strongly by large Frank—Condon effects; the vertical reduction of

12 is predicted to dump 229 kJ mol~! into the radical formed'*. These experiments also
allow the determination of the dissociation energies of the O—H and C—Si bonds in 11,

which are found to be 166 and 195 kI mol™!, respectively.

T T
Si° Sit
ciy”T DoH cHy oH
(11 (12)

Measurements of rate constants for the reaction of radicals with a variety of silanes have
continued to be an active area*. Rate constants for the reactions of peroxyl'> and aminy1'®
radicals with silanes have been reported for the first time. In particular, the reaction of
cumylperoxyl radicals with r-BuMe,SiH, Ph3SiH, PhMe;SiH, Ph;SiH;, PhoMeSiH and
PhSiH3 are in the range 0.1-0.9 M~! s—! whereas for (TMS)3SiH [TMS = (CH3)3Si] the
value is 2—3 orders of magnitude higher'>. On the other hand, rate constants and activation
parameters have been measured for the hydrogen transfer reaction from Et3SiH, Ph3SiH,
Ph;SiH;, PhSiH3, (TMS),SiHMe and (TMS)3SiH to the hindered aminyl radical 2,2,6,
6-tetramethylpiperidinyl'®. The rate constants for hydrogen or deuterium transfer from
t-BuMe;SiH(D) and Me3SiSiMe,H(D) to RCF,CF;* radicals along with measurements
of side-chain H transfer from the deuteriated silanes have also been determined!”. Rate
constants of primary alkyl radicals with a variety of silicon hydrides are briefly discussed
in Section III.A (see Table 4).

Silyl radicals have also been observed during y-irradiation of solid polysilanes. Tagawa
and coworkers examined the EPR spectrum observed upon irradiation of solid poly-
(dimethylsilane) and concluded that the spectrum corresponded to silyl radicals gener-
ated by homolysis of the silicon skeleton in the polysilane (equation 5)!8. Indeed, the
EPR spectrum of the poly(dimethylsilane) radical (13), with hyperfine splitting con-
stants a(B-'H) and a(y-'H) of 0.813 and 0.046 mT respectively, corresponded remarkably
well to that published for the dimethyl(trimethylsilyl)silyl radical [a(8-'H) = 0.821 mT;
a(y-'H) = 0.047 mT]'. Radical (13) appears to be very stable in solid poly(dimethyl-
silane), since the EPR signal was strong and clearly observable at room temperature.

NSNS NN

</ Sl;s<s>si<x . </ Si;51<81>m5i\./ ©)

13)

EPR studies provided information on the structural characteristics of silyl radicals gen-
erated from poly(hydrosilane)s by hydrogen abstraction!®. Radical 14 (R = n-hexyl) has
been identified as the transient species. Furthermore, the chemical reactivity of radicals
14 (R = n-hexyl or phenyl) in the addition to multiple bonds has been monitored by
EPR spectroscopy and the corresponding adducts have been recorded. For example, the
addition of silyl radicals to 9,10-phenanthroquinone gave rise to the adduct 15 character-
ized by the equivalence of the two aromatic rings, which means that the intramolecular
migration of the silyl radical between the two oxygens is fast on the EPR timescale.
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H H
(14) (15)

The photochemistry of poly(di-n-hexylsilane) (PDHS) has been investigated by excimer
laser flash photolysiszo. Transient absorptions were found to be strongly dependent on the
solvent employed and the near-UV absorptions at 385 and 360 nm observed in cyclohex-
ane and tetrahydrofuran, respectively, were ascribed to polysilylated silyl radicals, while
that at 345 nm observed in dichloromethane was attributed to the radical cations of PDHS
formed during the electron photoejection process.

The photochemistry of trisilanes 16 and 19 has been investigated in some detail
(Schemes 1 and 2)?!'. Upon irradiation of compound 16 only the Si—SiMe,Ph bond is
broken and the initially formed silyl radical 17 undergoes a rearrangement to the more
stable silacyclobutenyl radical 18 whose EPR spectrum has been recorded (Scheme 1)212.
Irradiation of trisilane 19 with a medium pressure mercury lamp resulted in the for-
mation of hexamethyldisilane, 2-(trimethylsilyl)thiophene and 20, with 20 dominating
(Scheme 2)?1°. In the presence of carbon tetrachloride, a significant yield (19.2%) of the

r-Bu Bu Bu-¢
/A( t_Bu%( a L o
_— SiMe,Ph Sit
1 Bu |
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SlMe3 SlMe3
16) an a8)
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s | S
SiMC3
(20)
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analogue of 20 with a Si—Cl instead of a Si—H bond was obtained, strongly suggesting
the intermediacy of silyl radicals generated by Si—Si bond homolysis. The intermediacy
of silyl radicals was also confirmed by EPR experiments by using a trapping technique.
It is interesting to note that the authors observed remarkable differences between the
photochemical reactions of 19 and of di(a-furyl)hexamethyltrisilane (21) where silylene
intermediates play an important role. These observed differences have been explained
in terms of the possible greater silyl radical stabilizing effect of the sulphur-containing

thiophene ring?!.
SiMe3
sy
O

| 0
SiMe3

2D

Lambert and coworkers have recently investigated anionic and radical processes
involved in the fragmentation of dendritic polysilanes?2. Reaction of tetrakis(chlorodi-
methylsilyl)silane (22) with methylbis(trimethylsilyl)silyl lithium afforded the two
dendritic polysilanes 23 and 24 in 90 and 5% yield, respectively (equation 6). The authors
propose that the initial reaction affords, in the first instance, a dendrimer with a four-fold
core which undergoes a Si—Si bond cleavage facilitated by steric compression. This would
appear to represent the first report of the formation of a dendritic polysilane containing
a four-fold core, and further, a rare example of the formation of silyl radicals through
Si—Si bond scission facilitated by steric congestion.

(MexCISi),Si + 4 (Me;Si)MeSi~ —» [(Me3Si)2MeSi—SiMez]~SiR
3

22) (23) R=H ©)
(24) R = SiMe;

The generation of di- and trimethylsilyl radicals by the reactions of hydrogen atoms
with di- and trimethylsilane and their subsequent reactions have been described?.
Three main products were observed in these reactions: 1,1,2,2-tetramethyldisilane,
pentamethyldisilane and hexamethyldisilane which are formed by both radical coupling
and disproportionation processes. The authors describe a detailed kinetic analysis of the
various reactions of interest but have difficulty in providing a mechanistic description that
fully fits their observed data23

Me SlMeg

Me Me
Me;Si— Sl— SiMes MesSi— Sl— SiMe; | Me Me |

. //Sl S[\ //Sl\Me
C\S — I\S. Me
|Me Me|
Me Me

(25 (26) 27)
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Sulkes, Fink and their associates recently investigated the molecular beam photochem-
istry of oligosilanes and related germanes>*. In particular, photolysis of compounds 25—29
in the nozzle region of a supersonic jet by a 193 nm laser and subsequent analysis by
118 nm photoionization followed by time-of-flight mass spectrometry revealed the forma-
tion of several products. Dimethylsilylene (Me;Si:) was observed as a direct photoproduct
from the cyclic precursors (27, 29), while the analogous germylene was observed from the
cyclic polygermane (28). Photolysis of the non-cyclic precursors 25 and 26 gave products
derived from silyl radicals which are formed by a direct Si—Si bond homolysis, with little
evidence of silylene formation. The authors propose a mechanism to explain the different
observations for cyclic and non-cyclic systems (equation 7).

E M E Me
( \ s
E + E
/ \ /) \ AN 7
E Me Me

E
(27-29)
E =Si,Ge

The photolysis of bis(organosilyl)imines 30 in CCly afforded the corresponding silyl
chlorides and isocyanides as the products (equation 8). Evidence that the reaction proceeds
via a homolytic process involving silyl radicals is provided®.

cc14
E/\\< 2R;SiCl + Q\

R3Sl SiRj3
(30)

The mechanism of the ring expansion of primary alkyl radicals 31 to radical 32
(Scheme 3) is postulated2® either to involve a 1,2-silyl group migration (path A: homolytic
substitution at silicon), of which there are numerous examples in the literature?’, although
this would appear to be the first example involving a bicyclic transition state, or alterna-
tively to follow a mechanism involving B-scission to afford a silyl radical, followed by
6-endo addition to provide the ring-expanded product (Path B).
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(32)

SCHEME 3

Recent interest in aryl group transfer from silicon to carbon has resulted in some
impressive stereoselective outcomes. Examples from the group of Studer are shown in
Scheme 4. 1,5-Phenyl group migration was shown to be more effective than the analo-
gous 1,4 process, with diastereomeric ratios exceeding 6 : 123. When the substituent on
silicon was trimethylstannyl, ring closure by intramolecular homolytic substitution at sil-
icon was observed to compete with phenyl group transfer?2. The same group have also
recently demonstrated that biaryls are conveniently prepared by intramolecular aryl group
migration from silicon to carbon (equation 9)2°.
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The generation of silyl radicals through electron transfer reactions has been known for
some time now. The reader’s attention is drawn to a recent review on this topic30. It
would appear, however, that new papers detailing the involvement of silyl radicals have
not appeared in the time period covered by this chapter.

The reaction of °SiHj3 radicals with molecular oxygen and the mechanism of SiO
formation during the laser photolysis of SiH4/O,/CCly mixtures have been reported31.
The bimolecular rate constant for the production of SiO was determined to be 6.8 x
10° M~!s~L. Ab initio calculations at G2(MP2)/MP2(full)/6-31G(d) level indicate that
silyl radical and oxygen react to form H3SiOO®, which irreversibly decomposes to various
excited products. During this investigation, a new transition state (33) for the formation
of siladioxirane 34 was found (Scheme 5). Interestingly, the proposed pathway to 34
involves a rare example of homolytic substitution at silicon by an oxygen-centred radical
via a frontside attack3'. The authors also discuss the various possible decomposition
channels leading to SiO.

O
= -1 . t_ -1 AN
“SiH; + O, AH =-215.5kJ mol H38i00 AE* =131.8kJ mo Si—O +H-
/
H
\ (34)
A:: =-27.6 kJ mol™!
H O
NN
H-——Si7"
|
H
(33)
SCHEME 5

Poly(hydrosilanes), H(RSiH), H, are found to be air sensitive’2. Oxidizability values of
1.2 x 1072 and 1.8 x 1072 M~ 1/25~1/2 were found for R = n-hexyl and phenyl, respec-
tively. The oxidation of (Me3Si),Si(H)Me performed as a model reaction has been shown
by labelling experiments to proceed via the radical chain reaction reported in Scheme 6,
which involves two or three consecutive unimolecular steps>Z. The peroxyl radical 35
rearranges to 37 either by means of an unusual 1,3-shift of the Me3Si group to give 36
followed by a homolytic internal substitution or by the direct rearrangement of 35 to 37.
The latter could rearrange to 38 by a 1,2-shift of the Me3Si group.
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(MeSi)MeSi* 02
MeSi(H)(OSiMe3),
(Me3Si)2MesiE)/

(Me;Si),MeSiO0*

(35)
MeSi'(0SiMes),
(38)
(Me;Si)MeSi*00SiMes
. (36)
(Me;S)MeSi(0)0SiMes /
37)
SCHEME 6

The nucleophilicities of silyl radicals have been determined through a dual-parameter
correlation analysis of the relative rates of bromine atom abstraction reactions>>. This
work demonstrated that the relative rates (ky) of bromine abstraction reactions involving
thirteen para-substituted benzyl bromides by (Me3Si)3Si® radicals in cyclohexane at 80°
fit a dual-parameter equation [log(ky /kn) = pXoX + po*l, showing that the (Me3Si)3Si*
radical is distinctly nucleophilic (equation 10). The transition states in these abstraction
reactions are strongly affected by both the polar and spin-delocalization effects of the
para-substituent Y.

ky (80°)
Y CHBr + (MesSi)3Si —
(10)
+
Y = H, Et, -Bu, Me3Si, MeS, Ph, F, CI, Br,  (Me3Si);SiBr

CF3, CN, CO2MC, SOzMC

Scaiano has recently published the absolute kinetic data for the addition (homolytic
substitution at carbon?’) of a variety of free radicals to [1.1.1]propellane (39) as deter-

mined by laser flash photolysis>*. Included among the reactions investigated was the
addition of triethylsilyl radical, a reaction which had earlier been reported by Wiberg and
coworkers>>. Et3Si® was found to react with 39 to afford 40 (equation 11) with a rate con-
stant of 6.0 x 108 M~!s~! at 19°C. This value is to be compared with that for triethylsilyl
radical addition to styrene (2 x 108 M~1s~1) and 1-hexene (5 x 10 M~ s~1)!. Thus, it
would appear that [1.1.1]propellane is slightly more reactive toward attack by triethylsilyl
radicals than is styrene, and significantly more reactive than 1-hexene.

+ BuSiT —> EuSi

an
(39) (40)

Several reports of the reactions of either silyl radicals with Cgo (buckminsterfullerene),
or of Cgp-substituted systems to generate silyl radicals have recently appeared in the

literature30 =39,
In the earliest such report, Ando and his research team reacted a Cgg-substituted ben-

zotetrasilacyclohexene (41) with bromine under irradiation (Scheme 7)3¢. Hydrogen atom
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abstraction to give radical 42 is followed by p-scission to generate Cgg (the thermo-
dynamic sink) and an intermediate silyl radical 43, which rearranges by intramolecular
addition to a pendant phenyl moiety. Elimination of H-atom and further reaction with
Bry—H;O ultimately provides 44 in 45% isolated yield.

SiPh,
Ph,SiT N

SiPh,
/
N
Ph O
~sit Ph

43)
SCHEME 7

Ando demonstrated that the photolysis of partially tert-butyl-substituted disilanes 45
in the presence of Cgo results in the formation of 1,16-adducts 46 in 54-62% yield
(Scheme 8)37-38_ Interestingly, unusual adducts similar to 49 were obtained as by-products
with disilanes having trimethylsilyl substituents (Scheme 9). The authors explain these
observations by a mechanism involving the intermediacy of silyl radicals which are gen-
erated photochemically by Si—Si bond homolysis. Initial free-radical addition of silyl



354 C. Chatgilialoglu and C. H. Schiesser and C. H. Schiesser

R! R
2 \ : /
R _/SI_SI—R2 + C60

R3 R3
(45)
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radicals to Cgq affords the delocalized adduct radical 47 which, depending on substitution,
either couples with another silyl radical to form 46, or adds to an aromatic ring to give
48. Subsequent radical coupling provides the unusual adducts like 49 (Scheme 9).

The photochemical bis-silylation of Cgp with disilanes has also been reported by
Akasaka and coworkers?®. Reactions of buckminsterfullerene with 1,1,2,2-tetraphenyl-
1,2-di-tert-butyl-1,2-disilane, hexaphenyldisilane and 1,2-diphenyl-1,2-disilane afford the
1,16-bissilylated adducts (Scheme 8). The assignment of the structures is supported by
NMR, IR and UV-vis spectroscopies and is also supported by AMI calculations. For
example, the 1,16-adduct 50 was calculated by AM1 to be 150 kJ mol~! more stable than
the isomeric 1,2-adduct 51, the next most stable calculated reaction product.

t-BuPh,Si SiPh,Bu-

2. Theoretical studies

One of us, as well as Bottoni, recently investigated homolytic substitution reactions
of silyl radicals at the halogen atom of halomethanes (CH3X, X = Cl, Br, I), and the
chalcogen atom in methanechalcogenols (CH3EH, E = S, Se, Te) and alkyltellurols, with
expulsion of alkyl radical (equations 12 and 13)*0=43,
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RgPhSi’l R=CMe;

(46)

SCHEME 9
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RX + Y38i° —> R + Y3SiX

(12)
Y=H,Cl

REH + Y3Si®* —> R* + Y;SiEH

Y=H,Cl (13)

In the earlier studies, the parent silyl radicals were calculated (QCISD/DZP//MP2/DZP)
to react with chloromethane, bromomethane and iodomethane with energy barriers
of 73.7, 443 and 21.8 kJmol~!, respectively, while analogous reactions involving
methanethiol, methaneselenol and methanetellurol have associated barriers of 60.3, 35.5
and 9.6 kI mol~'4%4!, In the work of Bottoni, reactions of both *SiH3 and °SiCl3
with chloromethane, dichloromethane and chloroform were modelled at several levels
of theory*?. Some limited studies involving fluoromethane and bromomethane are also
repoﬂed42. In the recent work of Schiesser and Skidmore, reactions of silyl (H3Si*) and
trisilylsilyl radicals [(H3Si)3Si*] with a series of alkyl tellurols (RTeH) with expulsion of
the alkyl radical as a leaving group were modelled by ab initio techniques43. Selected
energy barriers calculated by both research groups are displayed in Table 3.

In all cases, the transition states (TS) involved in intermolecular homolytic substitution
by silyl radicals at halogen are predicted to prefer collinear arrangements of attacking and
leaving radicals, with typical Si—Cltg, Si—Brrs and Si—Itg distances of around 2.5, 2.6
and 2.8 A, respectively, depending on the level of theory*?~*2. The analogous transition
states involving chalcogen are predicted to deviate slightly from collinearity, with typical

TABLE 3. Some calculated energy barriers (AE* in kI mol ™) for homolytic substitution by
some silyl radicals at the halogen atom in some alkyl halides (RX), and the chalcogen atom in
some alkylchalcogenols (REH) (equations 12 and 13)

Silyl radical RX Level of theory AE* Reference
H3Si* CH3F B3LYP/6-31G* 74.1 42
H3Si° CH;Cl1 QCISD/DZP//MP2/DZP 73.7 40
MP4/6-311G**//MP2/6-311G** 62.0 42
B3LYP/6-311G** 36.2 42
H3Si° CH,Cl, MP4/6-311G**//MP2/6-311G** 51.3 42
B3LYP/6-311G** 28.2 42
H3Si* CHCl; MP2/6-31G* 413 42
B3LYP/6-31G* 15.6 42
H3Si* CH3Br B3LYP/6-31G* 42 42
QCISD/DZP//MP2/DZP 443 40
H3Si’ CH3l QCISD/DZP//MP2/DZP 21.8 40
Cl3Si* CH3Cl MP2/6-31G* 45.1 42
CLI3Si* CH3Cl B3LYP/6-31G* 30.7 42
Cl3Si* CHCl, MP2/6-31G* 39.2 42
B3LYP/6-31G* 259 42
CLI3Si* CHCl3 MP2/6-31G* 30.9 41
B3LYP/6-31G* 20.1 41
H3Si* CH3SH QCISD/DZP//MP2/DZP 60.3 41
H3Si’ CH3SeH QCISD/DZP//MP2/DZP 35.5 4]
H3Si* CH3TeH QCISD/DZP//MP2/DZP 9.6 41
H3Si* EtTeH QCISD/DZP//MP2/DZP 9.4 43
ISEN i-PrTeH QCISD/DZP//MP2/DZP 8.6 43

(H3Si)3Si* CH3TeH QCISD/DZP//MP2/DZP 16.6 43
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Si—Sts, Si—Sets and Si—Tets separations of around 2.4, 2.5 and 2.6 A, respectively,
depending on the level of theory*!.

Very recently, the mechanism of homolytic substitution by silyl, germyl and stan-
nyl radicals at group 14 higher heteroatoms was investigated by ab initio calculations
(Scheme 10). Not only were mechanisms involving both frontside and backside attack
found to be mechanistically feasible, the energy barriers for both pathways are approx-
imately equal**. Not unexpectedly, the transition states (52) for backside attack prefer
to adopt collinear arrangements of attacking and leaving radicals, while the transition
states (53) for frontside attack resemble those located in an earlier study involving 1,2-
silyl, germyl and stannyl group migrations between carbon centres, or between carbon
and either nitrogen or oxygen®. Values of r; (Scheme 10) for reactions involving attack
of silyl radical (X = Si) lie between approximately 2.5 A (Y = Si) and 2.8 A (Y = Sn),
while CCSD(T)/DZP//MP2/DZP calculated energy barriers for reactions involving silyl
radical lie in the range 40—65 kJ mol~! and depend on the nature of the leaving radical
and the heteroatom undergoing attack.

%

H;X® + H3ZYH; HyYXH; + HyZ'
E
H
\ H\ /H /
" yln
X" g~ ZH; (X, Y, Z=Si, Ge, Sn)
(53)
SCHEME 10

Recent interest in hydrogen abstraction reactions* have prompted several theoretical
investigations. Zavitsas reported a non-parametric model for the estimation of the reactiv-
ity of various classes of hydride toward hydrogen abstraction by several classes of alkyl
radical*. Included among the species investigated was Me3SiH, which reacts to give
Me3Si® radical (identity reaction). The E* (ee-star) method*® provides good agreement
with experiment. For example, E* provides an activation energy of 73.2 kJ mol~! for the
reaction of Me3SiH with ethyl radical*®. This value is in a very good agreement with
available experimental data (viz. 66.5 kJ mol =)' It is interesting to note that Roberts and
Steel had reported earlier an extended form of the Evans—Polanyi equation for predict-
ing activation energies for a large cross section of hydrogen transfer reactions to within
+2.0 kJ mol~! with a correlation coefficient of 0.988*7.

In a series of papers, Roberts and coworkers demonstrated that trialkylsilanes, in the
presence of a catalytic amount of a thiol, are capable of reducing alkyl halides and other
precursors (vide infra)*®*?. On the basis of relative Si—H and S—H bond strengths,
Roberts argued that the electrophilic thiyl radical (RS®) is capable of abstracting the
hydrogen atom from a silane (step 2, Scheme 11) and that this reaction ‘could be ther-
moneutral or even slightly endothermic’; this reaction might also benefit from favourable
polar effects*3. Dubbed Polarity Reversal Catalysis*®*°, the (apparent) application of
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Et;SiX
step 3
RX R®
R’SH
Et:Si* step 1
RH
R’S’
R’SH
step 2
Et;SiH

CH3S"+ H—SiMe3s <> CH;SH + °SiMes

AH =-30.8 kJ mol™!
[CCSD(T)/6-311G*#//MP2/6-311G*]

SCHEME 11

Scheme 11 has lead to the development of an alternative method for conducting radical
chain reactions with inexpensive reagents such as triethylsilane and alkylthiols.

The role of polar effects operating in the transition states in question was also described
quantitatively by Roberts and Steel*’, although their interpretation has been questioned by
Zavitsas and is somewhat controversial®0. In particular, Zavitsas questions the explanation
put forth by Roberts for the catalytic activity of thiols in ‘polarity reversal catalysis’ and
suggest that structures such as H3Sit ... H* ...~ CHj are reasonable, based on electro-
negativity differences together with the intense C—Si stretching in the IR. “The qualitative
polar effect approach would lead to the expectation that H-abstraction by methyl radicals
from silane would be subject to greater polar effects and lower E,. The opposite is
observed’#®. X—Y antibonding terms in addition to enthalpy terms would appear to be
important for estimating energy barriers to hydrogen abstraction reactions*®.

In a follow-up paper, Roberts describes the application of the ‘Evans—Polyani algo-
rithm’ and addresses some of the issues raised by Zavitsas>?. Specific to criticisms raised,
the identity reaction between H3Si* and H4Si was examined as a test case. The value
of 37.6 kImol~! for the activation energy calculated by Roberts is to be compared with
71.5 kimol™! calculated by E*, 53.6 kJ mol™! calculated at the QCISD/DZP//IMP2/DZP
level of theory>! and 46.2 kImol ™! calculated at the MP4(full)/6-311+-+G**//MP2(fc)/
6-31G** level of theory>”. The experimental value for the activation energy for this degen-
erate reaction has been determined? to be at least 60 kJ mol~'. Zavitsas describes more
fully the importance of the ‘triplet repulsion term’ of his a priori method described above

in a further publication’3.
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Of direct relevance to the debate described above, Skidmore examined extensively
the mechanism of polarity reversal catalysis described in Scheme 11 and concluded that
the key step (step 2, Scheme 11) in the proposed mechanism, namely the transfer of
hydrogen atom from a trialkylsilane to a thiyl radical, is severely endothermic*33,

At the highest level of theory used in this study [CCSD(T)/6-311G**//MP2/6-311G**],
the reaction of Me3SiH with methylthiyl radical (MeS*®) was calculated to be endothermic
by 30.8 kJ mol~! and to have an associated energy barrier of 41.9 kJmol ™!, leading to
an approximate equilibrium constant of 1.3 x 10™* at 80°C, in all likelihood too small
to sustain the radical chain®>. By way of comparison, the analogous reaction involving
silane (SiHy) is calculated at the CCSD(T)/aug-cc-pVDZ//MP2/aug-cc-pVDZ + AZPE
level of theory to be endothermic by 19.4 kJ mol~! and to have an associated energy bar-
rier of 28.1 kJmol~!, leading to an approximate equilibrium constant of 1.4 x 1073 at
80°C, a value which verges on chain sustainability®. It is interesting to note that the data
provided by the quantum methods employed provide little evidence for the existence of
polar transition states operating in these reactions. These computational data have distinct
significance and may require that the synthetically useful chemistry developed by Roberts
be mechanistically re-examined.

.t
r r
R3Si* + HyY ——> |:R3Si"_H___YH3:| — R3SiH+ H3Y*

(54) (14)

Y =Si, Ge, Sn

Recently, Schiesser and his colleagues examined the hydrogen atom transfer reactions
between silyl, germyl and stannyl radicals and their hydrides (equation 14) by using ab
initio computational techniques®'. Transition states 54 for silyl and trimethylsilyl radical
attack at the hydrogen atom in SiH4, GeH4 and SnHy are calculated to adopt staggered,
collinear arrangements of attacking and leaving species. The transition state attack distance
r1 is calculated at the MP2/DZP level of theory to be 1.757 and 1.828 A for H3Si*
and Me3Si® attack, respectively, at the hydrogen atom in SiH4, with values of 1.757
and 1.714 A, respectively, for r,. The analogous distances (7, ) in transition state 54
involved in the analogous reactions with GeHy and SnHy are: 1.848, 1.747 A (H3Si* with
GeHy); 1.798, 1.799 A (Me3Si* with GeHy); 1.999, 1.849 A (H3Si* with SnHy); 2.092,
1.831 A (Me3Si* with SnHy)*!. QCISD/DZP//MP2/DZP calculated values of AE* for
the reaction depicted in equation 14 lie in the range 61-97 kImol~'. Consistent with
expectation!, transition states 54 involving trimethylsilyl radical are calculated to be